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This paper describes the CoreGram project, a multilingual grammar
engineering project that develops HPSG grammars for several typolog-
ically diverse languages that share a common core. The paper provides
a general motivation for doing theoretical linguistics the way it is done
in the CoreGram project, and is therefore not exclusively targeted at
computational linguists. I argue for a constraint-based approach to lan-
guage rather than a generative-enumerative one and discuss issues of
formalization. Recent advantages in language acquisition research are
mentioned and conclusions on how theories should be constructed are
drawn. The paper discusses some of the highlights in the implemented
grammars, gives a brief overview of central theoretical concepts and
their implementation in the TRALE system, and compares the Core-
Gram project with other multilingual grammar engineering projects.

1 overview and motivation

The goal of the CoreGram project is to contribute to a better un-
derstanding of the constraints for specific human languages and of
the constraints holding for human language in general or for certain
language groups. To reach this goal we develop several large-scale
computer-processable grammar fragments of several typologically di-
verse languages using a common core grammar. We believe that lin-

Journal of Language Modelling Vol 3, No 1 (2015), pp. 21–86



Stefan Müller

guistic theories have reached a level of complexity that makes it neces-
sary to implement grammars in order to verify their consistence (Sec-
tion 1.2).

The theoretical framework we use is Head-Driven Phrase Struc-
ture Grammar (HPSG, Pollard and Sag 1994; Sag 1997) in the version
that is described in detail in Müller 2013b. We are currently working
on the following languages:
• German (Müller 2007b, 2009b, 2012; Müller and Ørsnes 2011,
2013a; Müller 2014a, 2015a)
• Danish (Ørsnes 2009; Müller 2009b, 2012; Müller and Ørsnes
2011, 2013a,b, 2015)
• Persian (Müller 2010b; Müller and Ghayoomi 2010; Müller et al.
In Preparation)
• Maltese (Müller 2009a)
• Mandarin Chinese (Lipenkova 2009; Müller and Lipenkova 2009,
2013, In Preparation)
• Yiddish (Müller and Ørsnes 2011)
• English (Müller 2009b, 2012; Müller and Ørsnes 2013a)
• Hindi
• Spanish
• French

These languages belong to diverse language families (Indo-European,
Afro-Asiatic, Sino-Tibetian), and among the Indo-European languages,
the languages belong to different groups (Germanic, Romance, Indo-
Iranian). Figure 1 provides an overview.

For implementation we use the TRALE system (Meurers et al.
2002; Penn 2004), which allows for a rather direct encoding of HPSG
analyses (Melnik 2007). The grammars of German, Danish, Persian,
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Maltese, and Mandarin Chinese are of non-trivial size and can be
downloaded at http://hpsg.fu-berlin.de/Projects/CoreGram.
html. They are also part of the next version of the Grammix vir-
tual machine (Müller 2007a). The grammars of Yiddish and English
are toy grammars that are used to verify cross-linguistic analyses of
special phenomena. The grammar of Hindi is also a small fragment.
I developed it together with Shravan Vasishth during a seminar at
the University of Potsdam in 2006. The work on Spanish and French
is part of ongoing work in the Sonderforschungsbereich 632, which
started in 2012. See (Bildhauer 2008) for an implemented grammar
of Spanish that will be converted into the format of the grammars
mentioned above. As of February 2015, the grammars and test suites
have the sizes shown in Table 1.
As is explained in Section 5.2, the grammars share some code.

14,523 lines are shared by at least two grammars. The lexical entries
are those lexical items that are specified by the grammar writer, the
lexical items are the lexical entries plus those lexical items that are
licensed by lexical rules. As the table shows, there is a huge difference
between languages with a rich inflection and clitics on the one hand,
and languages without inflection, such as Mandarin Chinese, on the
other hand. The test suite for the German grammar is the largest; how-
ever, many phenomena that work for German are also implemented
for other languages but are not part of the respective test suites yet.
An example for this is coordination. For Persian we have three test
suites: The first consists of the one hundred sentences used by Bahrani

lexical lexical test
lines entries items items

German 18,060 300 11,150 361
Danish 16,373 120 1,325 231
Persian 17,640 1,981 65,847 100+216+130
Maltese 10,046 95 2,362 134
Mandarin Chinese 10,718 564 855 104
Yiddish 10,383 26 60 34
English 9,955 49 97 23
French 11,831 43 61 20
Hindi 8,907 32 90 46

Table 1:
Sizes of
grammars
and test suits
included in
CoreGram
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et al. (2011, p. 405–406) in their GPSG project. 216 sentences com-
prise our main test suite, which mainly contains examples from the
literature, constructed examples, and ungrammatical strings that were
discovered during grammar development. The third test suite contains
130 randomly selected sentences from the Peykare corpus (Bijankhan
2004), a balanced corpus provided by the University of Tehran and
the Higher Council for Informatics of Iran.

We believe that working out large-scale computer-implemented
grammars is the best way to verify the consistency of linguistic the-
ories. Much linguistic work is published in journal articles, but the
underlying assumptions of each article may be different, so that it
is difficult to imagine a coherent view that incorporates all insights.
Even for articles written by the same author there is no guarantee that
basic assumptions are shared between articles, since it can take sev-
eral years for individual papers to be published. Hence, I believe that
books are the best format for describing linguistic theories, and ide-
ally, such theories should be backed up by computer implementations.
The larger fragments of the CoreGram project will be documented in
a series of book publications. The first book in this series was (Müller
2007b), which describes a fragment of German that is implemented in
the grammar BerliGram. Three further books are in preparation and
will be submitted to the series Implemented Grammars by Language
Science Press: one on the Persian Grammar developed in the PerGram
project (Müller et al. In Preparation), one on the Danish Grammar de-
veloped in the DanGram project (Müller and Ørsnes 2015), and one
on the Mandarin Chinese grammar developed in the ChinGram project
(Müller and Lipenkova In Preparation).

The remainder of this paper is structured as follows: the rest of this
section describes desiderata for linguistic theories and discusses the
importance of formalization, with special focus on mainstream theo-
ries and research programs such as GB, Minimalism, and Construction
Grammar. Section 2 discusses the way in which theories of our lin-
guistic knowledge should be constructed. It compares Minimalist ap-
proaches with the more data-driven approach taken in the CoreGram
project. Many Minimalist approaches start with certain assumptions
and then try to show that it is possible to account for all languages
with these fundamental assumptions. Recent evidence from language
acquisition shows that this is not a viable research strategy and that
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grammars should be motivated on a language-specific basis. The gen-
erative research tradition was criticized by typologists like Haspel-
math (2010a), Dryer (1997), and Croft (2001, Section 1.4.2–1.4.3),
claiming that the generative methodology was fundamentally flawed
and that descriptive categories should be language-specific. I will show
why the CoreGram project does not run into methodological problems
and suggest a middle way between mainstream generative grammar
and radical views like the one held by Croft. Following the discus-
sion of theory construction in Section 2, Section 3 shows some high-
lights from the various CoreGram grammars. Section 4 discusses basic
theoretical assumptions for the treatment of valence, constituent or-
der, morphology, semantics, and information structure, and Section 5
provides details on how things are implemented in the TRALE sys-
tem. Section 6 compares the CoreGram project with other multilin-
gual projects like ParGram and DELPH-IN. Finally, Section 7 deals
with evaluation, grammar profiling and testing, and Section 8 draws
some conclusions.
1.1 Desiderata for linguistic theories
This section discusses desiderata for linguistic theories and shows that
the framework that is assumed in the CoreGram project, namely HPSG,
fulfils all of them.
1.1.1 Non-transformational, constraint-based approach
While psycholinguistic experiments at first seemed to confirm the
Derivational Theory of Complexity (Miller and McKean 1964; Savin
and Perchonock 1965; Clifton and Odom 1966), so that Chomsky
assumed it to be correct until 1968 (Chomsky 1976, p. 249–250), it
was later shown that the initial experiments were flawed and that
transformations are not psycholinguistically real (Fodor et al. 1974,
p. 324). Since then it has become customary to say that transforma-
tions are metaphors (for instance in Chomsky 2001, Footnote 4). This,
of course, begs the question why one should formulate one’s theories
in metaphors (see also Jackendoff 2011, p. 599). This question is even
more pressing since a lot of Minimalist theorizing is now done under
the label of Biolinguistics and the assumed processes are claimed to be
psycholinguistically real. For instance, Chomsky (2001, p. 11, 12, 15;
2007, p. 3, 12; 2008, p. 138, 145, 146, 155) refers to aspects of pro-
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cessing and memory requirements (see also Marantz 2005, p. 440, and
Richards 2015). However, structure building processes that start with
the combination of words and assume later reorderings are highly
implausible from a psycholinguistic point of view. As was pointed out
by Labelle (2007), human short-term memory is simply too limited to
be able to compute complex structure in the way it is envisaged by
current Minimalist theories. Models that crucially rely on the order of
application of combinatorial operations fail, since we neither use our
linguistic knowledge exclusively bottom-up nor exclusively top-down.
Phillips (2003) suggested a theoretical variant that allows for incre-
mental parsing, but first, this is tailored towards parsing and ignores
generation, and second, it is incompatible with much of the rest of the
Minimalist theories.
The way out of all of these problems is a clear separation be-

tween competence and performance and a declarative, constraint-
based statement of linguistic constraints that do not make any claims
about the order of constraint application (Sag and Wasow 2011; Jack-
endoff 2011, p. 600). The order of application is constrained by per-
formance models, which are an important part of a theory about lan-
guage and have to be combined with competence models. Proponents
of usage-based approaches often reject the competence–performance
distinction, but as soon as a grammar contains grammar rules or sche-
mata that can be applied recursively, one has to explain why sentences
have a maximal length, why we cannot do center-embeddings with
more than four levels and so on. An example of such a schema would
be a schema that licences relative clauses. Since relative clauses may
contain NPs, and NPs may in turn contain relative clauses, we have a
recursive grammar that licences infinitely many sentences. (Bannard
et al. 2009, proponents of Construction Grammar, use a context-free
grammar, a kind of grammar that clearly allows for recursive struc-
tures). The limitations with respect to sentence length and embedding
are due to factors such as our short term memory and have to be ex-
plained by a performance model that takes these factors into account
(Gibson 1998).

HPSG is a constraint-based theory which does not make any
claims about the order of application of combinatorial processes.
Theories in this framework are just statements about relations be-
tween linguistic objects or between properties of linguistic objects
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and, hence, compatible with psycholinguistic findings and processing
models (Sag and Wasow 2011).
Pullum and Scholz (2001) and Pullum (2007) discuss further ad-

vantages of model-theoretic, and hence constraint-based, proposals:
they allow the construction of partial structures, can deal with graded
grammaticality, and no claims about the infinitude of language are
necessary.

As Pullum and Scholz note we can assign the structure in Figure 2
to the fragment and of the in a sentence like (1):
(1) That cat is afraid of the dog and of the parrot.

PP

PP[coord and ]

PP

NP

NDet

the

P

of

Conj

and

PP

Figure 2:
Structure of
the fragment
“and of the”
following Pullum
and Scholz
(2001, p. 32)

If we hear the we know that an N will follow, if we hear of, we will
know that of will head a PP. and usually is part of symmetric coordi-
nations, so we know that the first part of the coordination will be a PP
too. So, the information from lexical items and dominance schemata
licenses a complex structure in constraint-based models, while noth-
ing is generated in generative-enumerative models. and of the is just
not a member of a set of well-formed expressions.

This property of constraint-based approaches also comes in handy
when we want to explain the robustness of human sentence process-
ing. In the case of unknown words, information from syntax and se-
mantics can be used to draw inferences about the material that is miss-
ing. For instance in an utterance like (2), in which information about
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XXX is missing, the hearer can infer that XXX must be a verb and that
it must have three arguments. (This argument is also due to Pullum
and Scholz 2001, Section 3.3, who make it in a slightly different form.)
(2) Could you XXX me the salt, please?
Hence, the hearer arrives at a prototypical ditransitive verb, a verb
of change of possession, that is, something like give or pass. In current
Minimalist models nothing would happen since structure building and
movement is triggered by lexical items and their features, but if they
are absent or unknown, the derivation does not start.1
While constraint-based approaches can explain markedness of

structures by the number and strength of constraints that are violated
by a given example, this is not possible in generative-enumerative
approaches. For a discussion of an attempt to incorporate marked-
ness into the picture of generative-enumerative models, see (Chomsky
1975, Chapter 5; Chomsky 1964). For a rejection of these proposals
see (Pullum and Scholz 2001, p. 29).

Finally, constraint-based models do not have to make any claims
about the infinitude of language. While it is usually claimed that lan-
guage is infinite by proponents of generative-enumerative proposals,

1Chomsky (2007, p. 6) writes: A Merge-based system of derivation involves par-
allel operations. Thus if X and Y are merged, each has to be available, possibly con-
structed by (sometimes) iterated Merge. The process has a loose resemblance to early
theories of generalized transformations, abandoned in the early 1960s for good rea-
sons, now resurrected in a far simpler form for better reasons. But a generative system
involves no temporal dimension. In this respect, generation of expressions is similar to
other recursive processes such as construction of formal proofs. Intuitively, the proof
“begins” with axioms and each line is added to earlier lines by rules of inference or
additional axioms. But this implies no temporal ordering. It is simply a description of
the structural properties of the geometrical object “proof.” The actual construction of
a proof may well begin with its last line, involve independently generated lemmas, etc.
The choice of axioms might come last. The same is true of generation vs production of
an expression, a familiar competence–performance distinction. This seems to indicate
a constraint-based position. However, even if a constraint-based view is assumed
in principle, there are lots of unsolved problems with specific Minimalist pro-
posals. For instance, some approaches assume the existence of unvalued features
that acquire a value during a derivation. What happens if the information about
these features is not available to the hearer? According to Minimalist theorizing,
the derivation should crash. But as (2) just shows, it does not crash but results in
partial, underspecified information.
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no such claims are necessary in the model-theoretic world. Those who
claim that language is infinite and biologically real are faced with
the paradox that infinitely many members of the infinite set are not
biologically real, that is, they can never be realized because of our lim-
ited resources (Postal 2009). Model-theoretic approaches do not have
to assume infinite sets only to throw away most of them because of
performance considerations; rather, they pair the performance model
with the competence model directly and therefore end up with theo-
ries that are psycholinguistically and biologically plausible.
As I showed in (Müller 2010a, Chapter 3.6.4; 2013c), the combi-

natory operations of Minimalism as defined in (Chomsky 2008) and
(Stabler 2001) correspond to three of the schemata used in HPSG
grammars since at least (Pollard and Sag 1994): Merge corresponds
to the Head-Specifier Schema and the Head-Complement Schema of
HPSG, and Move corresponds to the Head-Filler Schema. So, ideology
and rhetorics aside, what we have here is a constraint-based, declara-
tive formalization of Minimalist proposals. Of course, a lot of questions
have to be asked about current Minimalist analyses; some of them will
be addressed in Section 2.
1.1.2 Sign-based, parallel architecture
As was shown by Marslen-Wilson (1975) in the 1970s and confirmed
later by many studies, we process linguistic and non-linguistic infor-
mation as soon as it is available to us, and there is no ordering of
strictly encapsulated modules of processing. Tanenhaus et al. (1995,
1996) used eye-tracking techniques to establish that we know the ref-
erents of NPs even if we just heard a determiner and an adjective.
The authors showed that stress on the adjective is interpreted imme-
diately as a sign of contrast, leading to right inferences being drawn
and the only possible object in a specific scene being looked at. The
studies demonstrated that constraints from phonology, syntax, and in-
formation structure are evaluated immediately and that information is
processed as soon as it is available. We can use it and draw inferences
even though we may not be able to assign a full syntactic structure to
a certain phrase yet. Such findings are compatible with architectures
that assume that all linguistic levels are accessible simultaneously such
as HPSG, LFG, Construction Grammar and Jackendoff’s Parallel Archi-
tecture (Jackendoff 1999, 2011; Kuhn 2007).
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1.1.3 Possibility to include
non-headed and phrasal constructions

I agree with Jackendoff (2008, 2011), Jacobs (2008), Sag (2010), and
others that one needs more than some very general binary-branching
schemata to deal with language in its full richness in non-stipulative
ways. For instance, Jackendoff (2011) pointed out that none of the
elements in N-P-N constructions like (3) can be identified as the head.
Instead of the usual head-argument structures (X or equivalent), Jack-
endoff (2008) suggests that the N, P, and N are combined into an NP
or advP and that the structure as such is unheaded.
(3) student after student

[NP/advP N-P-N]
The sentences in (4), which were mentioned by Jackendoff and Pinker
(2005, p. 220) and whose German equivalent was discussed in detail
by Jacobs (2008), are further examples of a construction that is best
handled as a headless construction.2
(4) a. Off with his head!

b. Into the trunk with you!
Hence, I believe that additional schemata or phrasal constructions in
the sense of Construction Grammar or Simpler Syntax (Culicover and
Jackendoff 2005) are needed. It is an empirical issue to what extent
phrasal constructions are needed and where Merge-like combinations
together with a rich lexicon are sufficient or rather necessary, and
the CoreGram project contributes to this discussion. See, for instance,
(Müller and Lipenkova 2009) for a phrasal treatment of serial verbs
in Mandarin Chinese, and (Ørsnes 2009) for a phrasal treatment of
preposed negation in Danish.
1.1.4 Core–periphery distinction
Given that the name of the project is CoreGram, some words on the
core–periphery distinction are in order.

Chomsky (1981, p. 7–8) suggests dividing languages into a core
part and a periphery. All regular parts belong to the core. The core

2See (Müller 2011) for an account of Jacobs’ data using an empty verbal head
and an abstract antipassive morpheme, and (Müller 2015b, Section 12.11.9.1) for
discussion.
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grammar of a language is assumed to be an instance of Universal
Grammar (UG), the genetically determined innate language faculty
of human beings. Idioms and other irregular parts of a language be-
long to the periphery. Critics of Chomsky’s Principle and Parameters
approach have pointed out that a rather large proportion of our lan-
guages consist of, or interact with, irregular constructions, and that
the borders between core and periphery cannot be drawn easily and
are often motivated theory-internally only (Jackendoff 1997, Chap-
ter 7; Culicover 1999; Ginzburg and Sag 2000, p. 5; Newmeyer 2005,
p. 48; Kuhn 2007, p. 619). For instance, Nunberg et al. (1994) pointed
out that many English idioms interact with syntax. See also (Müller
2010a, p. 350) for interactions of idioms with verb placement, V2,
and passive in German.
So, I do not think that it is justified to ignore phenomena that are

claimed to belong to the periphery. Rather, I agree with Bender and
Flickinger (1999) and Bender (2008, p. 20–21) that studying phenom-
ena that are traditionally assigned to the periphery may discriminate
between possible analyses of the alleged core phenomena.

It should be noted however that the methodology described in
Section 2.2 results in a separation of core and periphery: Core con-
straints in the sense of the CoreGram project are those constraints
that are shared by at least two languages. All other constraints are
specific for a single language and constitute the periphery of the re-
spective languages. This notion of periphery is very different from the
Chomskian one: Depending on the version of the theory we look at,
the periphery in the Chomskian sense includes phenomena like Excep-
tional Case Marking (Chomsky 1981, p. 70), which are common in a
lot of languages and are, hence, assigned to the core in our setting. An-
other example is Jackendoff’s student after student construction, which
can be found in several languages (König and Moyse-Faurie 2009) and
which we would count to the core grammar, but which would proba-
bly not be seen as part of the core grammar in the Chomskyan sense.
Please refer to Section 2.2 for details of the organization of CoreGram
and to (Müller 2014c) for a general discussion of the core–periphery
distinction.
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1.2 Formalization, computer implementations,
and theory verification

The work of Noam Chomsky pioneered the formalization of linguistic
theories. In his early writings he states that formalization is necessary
for progress in linguistics:

Precisely constructed models for linguistic structure can play
an important role, both negative and positive, in the process
of discovery itself. By pushing a precise but inadequate for-
mulation to an unacceptable conclusion, we can often expose
the exact source of this inadequacy and, consequently, gain a
deeper understanding of the linguistic data. More positively,
a formalized theory may automatically provide solutions for
many problems other than those for which it was explicitly
designed. Obscure and intuition-bound notions can neither
lead to absurd conclusions nor provide new and correct ones,
and hence they fail to be useful in two important respects. I
think that some of those linguists who have questioned the
value of precise and technical development of linguistic the-
ory have failed to recognize the productive potential in the
method of rigorously stating a proposed theory and apply-
ing it strictly to linguistic material with no attempt to avoid
unacceptable conclusions by ad hoc adjustments or loose for-
mulation. (Chomsky 1957, p. 5)
In a book that appeared some years later, Manfred Bierwisch ar-

gued for machine processable implementations of theoretical analyses:
It is therefore very possible that the rules that we have for-
mulated generate sentences which are outside of the set of
grammatical sentences in an unpredicted way; that is, they
violate grammaticality due to properties that we did not de-
liberately exclude from our analysis. This is what is meant by
the statement that a grammar is a hypothesis about the struc-
ture of a language. A systematic examination of the implica-
tions of a grammar that is appropriate for natural languages
surely is a task that cannot be solved manually anymore. This
task could be approached by implementing the grammar as
a calculation task on a computer, so that it can be verified
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to which degree the result deviates from the language to be
described. (translated from Bierwisch 1963, p. 1633)

I wholeheartedly agree with Bierwisch’s statement, given that after
the time of his writing enormous headway has been made both em-
pirically and theoretically. For instance, Ross (1967) discovered con-
straints on reordering constituents and non-local dependencies; Perl-
mutter (1978) discovered unaccusative verbs in the 1970s; and the-
ories were developed for dealing with case (Yip et al. 1987; Meurers
1999c; Przepiórkowski 1999), verbal complex formation, and partial
fronting (Evers 1975; Grewendorf 1988; Hinrichs and Nakazawa 1994;
Kiss 1995; G. Müller 1998; Meurers 1999b; Müller 1999, 2002; De
Kuthy 2002). All these phenomena, and a lot more, interact!

To emphasize this point, I give another quotation from Steve Ab-
ney, who worked within the GB framework:
A goal of earlier linguistic work, and one that is still a cen-
tral goal of the linguistic work that goes on in computational
linguistics, is to develop grammars that assign a reasonable
syntactic structure to every sentence of English, or as nearly
every sentence as possible. This is not a goal that is cur-
rently much in fashion in theoretical linguistics. Especially in
Government-Binding theory (GB), the development of large
fragments has long since been abandoned in favor of the pur-
suit of deep principles of grammar. The scope of the prob-
lem of identifying the correct parse cannot be appreciated
by examining behavior on small fragments, however deeply
analyzed. Large fragments are not just small fragments sev-
eral times over—there is a qualitative change when one be-

3Original from (Bierwisch 1963, p. 163): Es ist also sehr wohl möglich, daß mit
den formulierten Regeln Sätze erzeugt werden können, die auch in einer nicht voraus-
gesehenen Weise aus der Menge der grammatisch richtigen Sätze herausfallen, die also
durch Eigenschaften gegen die Grammatikalität verstoßen, die wir nicht wissentlich aus
der Untersuchung ausgeschlossen haben. Das ist der Sinn der Feststellung, daß eine
Grammatik eine Hypothese über die Struktur einer Sprache ist. Eine systematische
Überprüfung der Implikationen einer für natürliche Sprachen angemessenen Gram-
matik ist sicherlich eine mit Hand nicht mehr zu bewältigende Aufgabe. Sie könnte
vorgenommen werden, indem die Grammatik als Rechenprogramm in einem Elektro-
nenrechner realisiert wird, so daß überprüft werden kann, in welchem Maße das Re-
sultat von der zu beschreibenden Sprache abweicht.
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gins studying large fragments. As the range of constructions
that the grammar accommodates increases, the number of
undesired parses for sentences increases dramatically. (Ab-
ney 1996, p. 20)

In addition, it is a goal of much current linguistic theorizing to for-
mulate constraints that hold for all languages or at least for certain
classes of languages. As a consequence, it is not sufficient to study the
interaction between phenomena solely on the basis of one language:
Changing the constraints for a certain phenomenon in one language
may be compatible with all phenomena that are relevant for the lan-
guage under discussion, but it may well be the case that unexpected
interactions with other phenomena in another language emerge. Ver-
ifying the consequences of a simple change of a principle therefore
results in a complexity that cannot be handled by human beings. It
is therefore necessary to formalize the theories in a way that makes
them implementable as computer-processable grammars. After check-
ing the grammar for consistency, a computer grammar can be used to
analyze systematically constructed test suites containing thousands of
grammatical sentences and ungrammatical word sequences or large
corpora containing naturally occurring data. Such parses can be used
to verify that the grammar makes the right predictions as far as the em-
pirical facts are concerned (Müller 1999, Chapter 22; Oepen and Flick-
inger 1998; Bender 2008, Müller 2013a, Section 3.7.2; Müller 2015b,
Section 3.7.2). In addition, generators can be used to produce utter-
ances that correspond to a certain meaning. If ill-formed strings are
generated, this is an indicator for missing constraints in the grammar.

After more than 55 years of work in transformational grammar,
one has to note that there are no large-scale implemented fragments
on the basis of transformational analyses. Chomsky made important
contributions to the theory of formal languages that are still relevant
in computer science (Chomsky 1959), but in 1981 he turned his back
on precisely worked-out solutions:

I think that we are, in fact, beginning to approach a grasp
of certain basic principles of grammar at what may be the
appropriate level of abstraction. At the same time, it is nec-
essary to investigate them and determine their empirical ad-
equacy by developing quite specific mechanisms. We should,
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then, try to distinguish as clearly as we can between discus-
sion that bears on leading ideas and discussion that bears on
the choice of specific realizations of them. (Chomsky 1981,
p. 2–3)

He made it explicit in a letter to Natural Language and Linguistic Theory:
Even in mathematics, the concept of formalization in our
sense was not developed until a century ago, when it be-
came important for advancing research and understanding. I
know of no reason to suppose that linguistics is so much more
advanced than 19th century mathematics or contemporary
molecular biology that pursuit of Pullum’s injunction would
be helpful, but if that can be shown, fine. For the present,
there is lively interchange and exciting progress without any
sign, to my knowledge, of problems related to the level of
formality of ongoing work. (Chomsky 1990, p. 146)

The consequence of this change is a very large number of publications
in Mainstream Generative Grammar, many of which make incompat-
ible assumptions, so that it is not clear how insights from different
publications can be combined. A case in point are the many different
definitions of the rather central concept of government (see Aoun and
Sportiche 1983 for an overview).

This was repeatedly criticized in the 1980s, for instance by the
practitioners of GPSG (Gazdar et al. 1985, p. 6; Pullum 1985, 1989;
Pullum 1991, p. 48; Kornai and Pullum 1990). The lack in precision,
missing details,4 and frequent changes in the basic assumptions5 re-
sulted in the absence of large-scale computer implementations that
incorporate insights from Mainstream Generative Grammar. There
are some implementations that borrow from GB/MP models or from
ideas from Mainstream Generative Grammar (Petrick 1965; Zwicky
et al. 1965; Friedman 1969; Friedman et al. 1971; Morin 1973; Marcus
1980; Abney and Cole 1986; Kuhns 1986; Correa 1987; Stabler 1987,

4See, for instance, (Kuhns 1986, p. 550), (Crocker and Lewin 1992, p. 508),
(Kolb and Thiersch 1991, p. 262), and (Kolb 1997, p. 3) on precision; and (Freidin
1997, p. 580), (Veenstra 1998, p. 25, 47), (Lappin et al. 2000, p. 888), and (Stabler
2010, p. 397, 399, 400) on missing details.

5See, for instance, (Kolb 1997, p. 4), (Fanselow 2009), and the quote by Sta-
bler on p. 37.
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1992, 2001; Kolb and Thiersch 1991; Fong 1991; Crocker and Lewin
1992; Lohnstein 1993; Fordham and Crocker 1994; Nordgård 1994;
Veenstra 1998; Niyogi and Berwick 2005), but these implementations
usually do not employ transformations or deviate in other crucial ways
from theoretical work. See (Kay 2011, p. 10) for discussion of early
transformational systems, and (Müller 2013a, Section 3.7.2; Müller
2015b, Section 3.7.2) for further discussion of GB and Minimalist
systems.
There are two implementations that can be regarded as imple-

mentations of Minimalist ideas. I will comment on them briefly: Sta-
bler (2001) shows how Kayne’s theory of remnant movement can be
formalized and implemented. However, his implementation does not
use transderivational constraints, does not have numerations, has no
Agree (see Fong 2014, p. 132), and so on. Stabler’s grammars are
small-scale fragments that can be considered proofs of concept, but
nothing more. They only deal with syntax; there is no morphology6,
no treatment of multiple agreement (Stabler 2011, Section 27.4.3),
and no semantics; and neither PF nor LF processes are modeled.7 An-
other implementation that uses Minimalist Grammar as a framework
is the one of Niyogi and Berwick (2005). This grammar has 347 lexi-
cal entries and covers a lot of argument alternations. It is probably the
largest implementation of Minimalist ideas. However, it differs from
theoretical proposals in not using numerations, in having six or seven
(if optional merge is counted) rules for combination of material
rather then just internal and external merge, and in not using labelling
but rather a Categorial Grammar-like functor argument approach. In
(Berwick et al. 2011), a later paper that explicitly discusses computer
implementations, this system is not mentioned.

6The test sentences have the form in (i).
(i) a. the king will -s eat

b. the king have -s eat -en
c. the king be -s eat -ing
d. the king -s will -s have been eat -ing the pie

7See, for instance, (Sauerland and Elbourne 2002, p. 285) for suggestions on
PF and LF movement that includes the deletions of parts of copies. The imple-
mentation of such analyses is probably non-trivial.
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The grammars and the processing system developed by Sandiway
Fong (Fong and Ginsburg 2012; Fong 2014) have a similar status: The
grammar fragments are small, encode syntactic aspects like Labeling
directly in the phrase structure rules (Fong and Ginsburg 2012, Sec-
tion 4), and hence fall far behind X Theory. The grammars do not have
a morphology component, and Spell-Out is not implemented; there-
fore, this system neither parses nor generates a single sentence from
any natural language.8

The reason for the absence of large-scale fragments in the frame-
work of GB/MP is probably that the basic assumptions that are made
in the Minimalist community are changing very frequently:
In Minimalism, the triggering head is often called a probe,
the moving element is called a goal, and there are various
proposals about the relations among the features that trig-
ger syntactic effects. Chomsky (1995, p. 229) begins with the
assumption that features represent requirements which are
checked and deleted when the requirement is met. The first
assumption is modified almost immediately so that only a
proper subset of the features, namely the ‘formal’, ‘uninter-
pretable’ features are deleted by checking operations in a
successful derivation (Collins, 1997; Chomsky 1995, §4.5).
Another idea is that certain features, in particular the fea-
tures of certain functional categories, may be initially unval-

8The following claim by Berwick et al. (2011, p. 1221) is therefore simply
wrong: But since we have sometimes adverted to computational considerations, as
with the ability to “check” features of a head/label, this raises a legitimate concern
about whether our framework is computationally realizable. So it is worth noting that
the copy conception of movement, along with the locally oriented “search and label-
ing” procedure described above, can be implemented computationally as an efficient
parser; see Fong, 2011, for details. One cannot claim that one has an efficient im-
plementation if the software under consideration does not parse any sentence
at all, since it might be possible that the implementation of the missing parts
is extremely complex and the resulting program would be inefficient. As was
noted above, Fong does not implement Labeling as it was introduced in Chom-
sky’s papers (for instance, Chomsky 2008, 2013), but simply uses definite clause
grammars. In fact, neither of the two Chomsky papers is implementable, since
the description of Labeling is not worked out in detail. Crucial cases are missing
in the 2008 paper and the 2013 paper is vague in some places and inconsistent
in others (Müller 2013c).
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ued, becoming valued by entering into appropriate structural
configurations with other elements (Chomsky 2008; Hiraiwa,
2005). And some recent work adopts the view that features
are never deleted (Chomsky 2007, p. 11). These issues remain
unsolved. (Stabler 2010, p. 397)

Developing a grammar fragment takes at least three years. Large gram-
mars accumulate the knowledge of several researchers which has crys-
tallized in international cooperations over the course of several years
or even decades. However, such a process is blocked when basic as-
sumptions are changed frequently (see also Fanselow 2009, p. 138).

The same criticism that applies to GB/Minimalism applies to Con-
struction Grammar: The basic notions and key concepts are hardly
ever made explicit with the exception of Sign-Based Construction
Grammar (Sag 2010, 2012), which is an HPSG variant, Embodied
Construction Grammar (Bergen and Chang 2005), which uses feature
value matrices and is equivalent to HPSG (see Müller 2010a, Chap-
ter 9.6, for a discussion of both theories), and Fluid Construction
Grammar (Steels 2011).9

2 the poverty of the stimulus
and motivation of analyses

In this section, I first describe recent advances in research on language
acquisition and then show how the data-driven, bottom-up approach
to theory development that is followed in the CoreGram project works
in detail.
2.1 Language acquisition and linguistic theory
As is argued in (Müller 2010a, Chapter 11.4) and (Müller 2015b,
Chapter 12.4), HPSG is compatible with UG-based models of language
acquisition such as, for instance, the one by Fodor (1998). See (Fodor

9Steels (2013, p. 153) sees Fluid Construction Grammar as a toolkit for the
implementation of various Construction Grammar ideas. So in this view, it would
not be a theory or framework but rather a system such as TRALE or LKB, which
are discussed below. Van Trijp (2013, 2014) sees Fluid Construction Grammar
as a framework and compares it with HPSG. For a detailed discussion of specific
analyses formalized in Fluid Construction Grammar and van Trijp’s core assump-
tions, see (Müller 2015b, Section 9.6.4).
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2001, p. 385) for an explicit remark to that end. However, in recent
years evidence has accumulated showing that arguments for innate,
language-specific knowledge are very weak. For instance, Johnson
(2004) showed that Gold’s (1967) proof that natural languages are
not identifiable in the limit by positive data alone is irrelevant for
discussions of human language acquisition. Furthermore, there is ev-
idence that the input that humans have is sufficiently rich to acquire
structures which were thought by Chomsky (1971, p. 29–33; 2013,
p. 39) and others to be impossible to acquire: Bod (2009) showed how
syntactic structures could be derived from an unannotated corpus by
Unsupervised Data-Oriented Parsing. He assumed that language is or-
ganized in chunks, and it has been described how children can acquire
the fact that linguistic expressions are combined from smaller parts
into larger units (see Estigarribia 2009 for acquisition of fragments
starting at the right periphery of utterances). Given this prerequisite,
Bod explained how Chomsky’s auxiliary inversion data can be cap-
tured even if the input does not contain the data that Chomsky claims
to be necessary (see also Eisenberg 1992, Pullum and Scholz 2002, and
Scholz and Pullum 2002 for other Poverty of the Stimulus arguments).
Input-based models of language acquisition in the spirit of Tomasello
(2003) seem highly promising and can, in fact, explain language acqui-
sition data better than previous UG-based models (Freudenthal et al.
2006, 2009). I have argued that the results from language acquisition
research in the Construction Grammar framework can be carried over
to HPSG, even in its lexical variants (Müller 2010a, 2015b; Müller
and Wechsler 2014, Section 9).10 If language acquisition is input-
based and language-specific innate knowledge is minimal, as assumed
by Chomsky (1995) and Hauser et al. (2002), or even non-existing, this
has important consequences for the construction of linguistic theories:
Proposals that assumemore than 400morpho-syntactic categories that
are all innate and that play a role in all languages of the world, even
though they are not directly observable in many languages (Cinque

10 In fact, I believe that a lexical treatment of argument structure is the only
one that is compatible with the basic tenets of theories like Categorial Grammar
(CG), Lexical Functional Grammar (LFG), Construction Grammar, and HPSG that
adhere to lexical integrity (Bresnan and Mchombo 1995). For discussion, see
(Müller 2006), (Müller 2010a, Chapter 11.11), (Müller 2010b), (Müller 2013c),
and (Müller and Wechsler 2014).
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and Rizzi 2010, p. 55, 57), have to be rejected right away. Further-
more, one cannot argue for empty functional projections in language X
on the basis of overt morphemes in language Y. This has, for instance,
been done for Topic projections that are assumed for languages with-
out topic morphemes on the basis of the existence of a topic morpheme
in Japanese and Gungbe. Similarly, functional projections for object
agreement (AgrO) have been proposed for languages like English and
German on the basis of Basque data, even though neither English nor
German has object agreement. Since German children do not have
any evidence from Basque, they would not be able to learn that there
are projections for object agreement, and hence this fact would have
to be known in advance. Neither can the existence of postpositions
and agreement in Hungarian be seen as evidence for AgrO projections
and hidden movement processes in English as assumed in the analysis
by Hornstein et al. (2005, p. 124). Such complicated analyses cannot
be motivated language-internally and hence are not acquirable from
input alone. Since there is no theory-external evidence for such pro-
jections, theories that can do without such projections and without
stipulations about UG should be preferred.

However, this does not mean that the search for universals or for
similarities between languages and language classes is fundamentally
misguided, although it may be possible that there is very little that is
truly universal (Evans and Levinson 2009):11 In principle, infinitely
many descriptions of a particular language exist. It is possible to write
a grammar that is descriptively adequate, but the way the grammar is
written does not extend to other languages. So even without making
broad claims about all languages, it is useful to look at several lan-
guages, and the more they differ from each other, the better. What we
try to do in the CoreGram project is the modest version of mainstream
generative grammar: We start with grammars of individual languages
and generalize from there. We think that the framework we are using is
well-suited for capturing generalizations within a language and across
languages, since inheritance hierarchies are ideal tools for this. Note
though that inheritance hierarchies are not the only place in the theory
where generalizations can be captured. This is discussed in more detail

11But see (Harbour 2011) and the responses of authors in the same volume as
Evans and Levinson’s contribution for criticism of this paper.
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in Sections 2.2 and 5.1.2 below. Of course, when building grammars,
we can rely on several decades of research in theoretical linguistics
and build on the insights that were gained by researchers working
under UG-oriented assumptions. Without a theory-driven, compara-
tive perspective on language, certain questions would never have been
asked, and it is good that we have such valuable resources at hand.
We nevertheless see some developments rather critically, as should be
clear from the statements I have made above.
2.2 Data-driven, bottom-up theory development
Instead of imposing constraints from one language onto other lan-
guages, a bottom-up approach seems to be more appropriate: Gram-
mars for individual languages should be motivated language-inter-
nally. Grammars that share certain properties can be grouped in
classes. This makes it possible to capture generalizations about groups
of languages and language as such. Let us consider some examples:
German, Dutch, Danish, English and French. If we start developing
grammars for German and Dutch, we find that they share a lot of prop-
erties: both are SOV and V2 languages, both have a verbal complex.
One main difference is the order of elements in the verbal complex.
The situation can be depicted as in Figure 3. There are some proper-
ties that are shared between German and Dutch (Set 3). For instance,
the argument structure, a list containing descriptions of syntactic and
semantic properties of arguments, and the linking of these arguments
to the meaning of the sign is contained in Set 3. In addition, the con-
straints for SOV languages, the verb position in V2 clauses, and the
fronting of a constituent in V2 clauses are contained in Set 3. The re-
spective constraints are shared between the two grammars. When we

Set 3

Set 2Set 1

German Dutch

Arg St
V2
SOV
VC

Figure 3:
Shared
properties
of German
and Dutch
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Figure 4:
Shared

Properties of
German, Dutch,

and Danish

Set 5

Set 6

Set 4

Set 2Set 1

German Dutch Danish

Arg Str
V2

SOV
VC

add another language, say Danish, we get further differences. While
German and Dutch are SOV, Danish is an SVO language.
Figure 4 shows the resulting situation: The top-most node repre-

sents constraints that hold for all the languages considered so far (for
instance, the argument structure constraints, linking, and V2), and the
node below it (Set 4) contains constraints that hold for German and
Dutch only. For instance, Set 4 contains constraints regarding verbal
complexes and SOV order. In principle, there could be constraints that
hold for Dutch and Danish but not for German, and for German and
Danish but not for Dutch. These constraints would be removed from
Set 1 and Set 2 respectively and put into another constraint set higher
up in the hierarchy. For clarity, these sets are not illustrated in the
figure, and I keep the names Set 1 and Set 2 from Figure 3 for the
constraint sets for German and Dutch. The union of Set 4 and Set 5 is
Set 3 of Figure 3.

If we add further languages, further constraint sets will be distin-
guished. Figure 5 on the facing page shows the situation that results
when we add English and French. Again, the picture is not complete
since there are constraints that are shared by Danish and English but
not by French, but the general idea should be clear: By systematically
working this way, we should arrive at constraint sets that directly cor-
respond to those that have been established in the typological litera-
ture.

It should be clear from what has been said so far that the goal
of every scientist who works this way is to find generalizations and
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Set 8

Set 11

Set 13Set 12

Set 7

Set 6

Set 4

Set 2Set 1

German Dutch Danish English French

Arg Str

V2

SOV
VC

SVO

Figure 5:
Languages and
language classes

to describe a new language in a way that reuses theoretical constructs
that have been found useful for a language already covered. However,
as was explained above, the resulting grammars should be motivated
by data of the respective languages and not by facts from other lan-
guages. In situations where more than one analysis would be compat-
ible with a given dataset for language X, the evidence from language
Y with similar constructs is most welcome and can be used as evi-
dence in favor of one of the two analyses for language X. I call this
approach the bottom-up approach with cheating: Unless there is contra-
dicting evidence, we can reuse analyses that have been developed for
other languages.

Note that this approach is compatible with the rather agnostic
view advocated by Haspelmath (2010a), Dryer (1997), Croft (2001,
Section 1.4.2–1.4.3), and others, who argue that descriptive cate-
gories should be language-specific, that is, the notion of subject for
Tagalog is different from the one for English, the category noun in
English is different from the category noun in Persian, and so on.
Even if one follows such extreme positions, one can still derive gen-
eralizations regarding constituent structure, head-argument relations
and so on. However, I believe that some categories can fruitfully be
used cross-linguistically – if not universally, then at least for language
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classes. As Newmeyer (2010, p. 692) notes with regard to the no-
tion of subject: Calling two items subject in one language does not
entail that they have identical properties. The same is true for two
linguistic items from different languages: calling a Persian linguistic
item subject does not entail that it has exactly the same properties
as an English linguistic object that is called subject. The same is, of
course, true for all other categories and relations, for instance, parts
of speech: Persian nouns do not share all properties with English
nouns.12 Haspelmath (2010b, p. 697) writes: Generative linguists try
to use as many crosslinguistic categories in the description of individual
languages as possible, and this often leads to insurmountable problems.
If the assumption of a category results in problems, they have to be
solved. If this is not possible with the given set of categories or fea-
tures, new ones have to be assumed. This is not a drawback of the
methodology, quite the opposite: If we have found something that
does not integrate nicely into what we already have, this is a sign
that we have discovered something new and exciting. If we stick to
language-particular categories and features, it is much harder to no-
tice that a special phenomenon is involved since all categories and
features are specific to one language anyway. Note also that not all
speakers of a language community have exactly the same categories.
If one were to take the idea of language-particular category symbols to
an extreme, one would end up with person-specific category symbols
like Kim-English-noun.

12Note that using labels like Persian Noun and English Noun is somewhat
strange since it implies that both Persian nouns and English nouns are nouns
in some way (see, for instance, Haspelmath 2010a, Section 2, for such a sug-
gestion regarding case, e. g. Russian Dative, Korean Dative, …). Instead of using
the category Persian Noun one could assign objects of the respective class to the
class noun and add a feature language with the value persian. This simple trick
makes it possible to assign both objects of the type Persian Noun and objects of
the type English Noun to the class noun and still maintain the fact that there are
differences. Of course, no theoretical linguist would introduce the language
feature to differentiate between Persian and English nouns, but nouns in the
respective languages have other features that make them differ. So, the part-of-
speech classification as noun is a generalization over nouns in various languages
and the categories Persian Noun and English Noun are feature bundles that contain
further, language-specific information.
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After a talk I gave at the MIT in 2013, members of the linguistics
department objected to the approach taken in the CoreGram project
and claimed that it would not make any predictions as far as possible
or impossible languages are concerned. Regarding predictions, two
things must be said: Firstly, predictions are being made on a language-
particular basis. As an example, consider the following sentences from
(Netter 1991):
(5) a. [Versucht,

tried
zu
to
lesen],
read

hat
has
er
he
das
the
Buch
book

nicht.
not

‘He did not try to read the book.’
b. [Versucht,
tried

einen
a

Freund
friend

vorzustellen],
to.introduce

hat
has
er
he
ihr
her
noch
yet

nie.
never
‘He never tried to introduce her to a friend.’

When I first read these sentences, I had no idea about their struc-
ture. I typed them into my computer, and within milliseconds, got
a syntactic analysis. When I studied the results, I realized that these
sentences are combinations of partial verb phrase fronting and the so-
called third construction (Müller 1999, p. 439). I had previously im-
plemented analyses of both phenomena, but had never thought about
the interaction of the two. The grammar predicted that examples like
(5) are grammatical. Similarly, the constraints of the grammar can
interact to rule out certain structures. So, predictions about ungram-
maticality or impossible structures are in fact made as well.

Secondly, the top-most constraint set holds for all languages seen
so far. It can be regarded as a hypothesis about properties that are
shared by all languages. This set contains constraints for the connec-
tion between syntax and information structure, and such constraints
allow for V2 languages but rule out languages with the verb in penul-
timate position. (See Kayne 1994, p. 50, for the claim that such lan-
guages do not exist. Kayne develops a complicated syntactic system
that predicts this.) Of course, if a language is found that puts the verb
in penultimate position for the encoding of sentence types or some
other communicative effect, a more general top-most set has to be de-
fined, but this is parallel for Minimalist theories: If languages are found
that are incompatible with basic assumptions, the basic assumptions

[ 45 ]



Stefan Müller

have to be revised. As with the language particular constraints, the
constraints from the top-most set make certain predictions about the
phenomena that can and cannot be found in languages.
Cinque (1999, p. 106) suggested a cascade of functional projec-

tions to account for reoccurring orderings in the languages of the
world. He assumes elaborate tree structures to play a role in the anal-
ysis of all sentences in all languages, even if there is no evidence for
respective morphosyntactic distinctions in a particular language (see
also Cinque and Rizzi 2010, p. 55). In the latter case, Cinque assumes
that the respective tree nodes are empty. Cinque’s results could be
incorporated in the model advocated here. We would define part-of-
speech categories and morpho-syntactic features in the top-most set,
and state linearization constraints that enforce the order that Cinque
encoded directly in his tree structure. In languages in which such cat-
egories are not manifested by lexical material, the constraints would
never apply. Neither empty elements nor elaborate tree structures
would be needed. So, Cinque’s data could be covered in a better way
in an HPSG with a rich UG. However, we refrain from assuming a rich
UG and introducing 400 categories (or features) into the theories of
all languages. Again, I would like to point out that this would be im-
plausible from a genetic point of view, and I wait for other, probably
functional, explanations of the Cinque data.
Frequently discussed examples, such as those languages that form

questions by reversing the order of the words in a string (Musso et al.
2003), need not be ruled out in the grammar since they are ruled
out by language external constraints: We simply do not have enough
working memory to do such complex computations.

After having justified the basic approach taken in the CoreGram
project, I now turn to the coverage of the grammars and discuss some
highlights.

3 coverage and highlights

The computer-processable grammar fragments of German, Persian,
and Danish are relatively big.13 The German grammar (BerliGram)

13A list of covered phenomena accompanied by appropriate grammatical
and ungrammatical test strings is part of the distributions of the grammars and
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was the first one to be implemented. It is an extension of the gram-
mars that were developed for the individual chapters of the HPSG
textbook (Müller 2007b). The textbook covers noun phrases with
adjuncts (APs, PPs, relative clauses), determinerless NPs, constituent
order (scrambling, verb position and clause types, nonlocal dependen-
cies for fronting), agreement (subject–verb and NP internal), predicate
complex formation (verbal complexes and adjective–verb complexes,
Oberfeldumstellung, partial fronting), control and raising, case assign-
ment and passive (personal, impersonal, remote passive, attributive
participles, lassen passive, bekommen passive, state passive, modal
infinitives), particle verbs (productive and lexicalized), morphology
(inflectional and derivational, for instance -bar ‘able’ derivation), and
(symmetric) coordination. The Situation Semantics that is used in
the textbook was replaced by a Minimal Recursion Semantics (MRS,
Copestake et al. 2005). MRS allows for underspecification of scope,
so that a sentence like (6) gets one representation from which the
several scopings can be derived. See (Dowty 1979, Section 5.6) for
the discussion of the readings of again in English, and (Egg 1999) for
the explanation of the different readings of (6).
(6) a. dass

that
Max
Max

wieder
again

alle
all
Fenster
windows

öffnete
opened

‘that Max opened all windows again’
b. again′(∀(CAUSE(open′))); repetitive
c. again′(CAUSE(∀(open′))); repetitive
d. CAUSE(again′(∀(open′))); restitutive

Von Stechow (1996, p. 93) develops an analysis in the framework of
Minimalism that assumes an empty VOICE head that contributes the
CAUSE relation and some further functional heads for AgrO and AgrS.
The empty heads were used to derive several readings in a movement-
based analysis. However, as Jäger and Blutner (2003) pointed out, von
Stechow’s analysis cannot derive all readings. We therefore follow Egg
(1999) and treat (6a) as an instance of sublexical scoping: öffnen is lex-
ically decomposed into CAUSE(open′), and the again can scope below
the CAUSE operator although there is no decomposition in syntax. The
can be downloaded at the respective web pages: http://hpsg.fu-berlin.de/
Projects/CoreGram.html.
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scope relations are represented in dominance graphs. Egg’s analysis
has been translated into MRS (see Müller 2010a, Section 19.9.2, and
Müller 2015c, Section 3). Since there is no decomposition in syntax,
our analysis avoids empty elements: It is just the words of (6a) that
are combined in an analysis, and only these words contribute to the
interpretation.

In addition to the modification of the semantics component, some
further special phenomena have been implemented. For instance, an
analysis of multiple frontings (Müller 2003a), something that is unique
among existing HPSG implementations. For a discussion of approaches
to constituent order that are incompatible with the multiple frontings
data, see (Müller 2005, 2015a). Furthermore, analyses of depictives
(Müller 2008), left dislocation, copula constructions (Müller 2012),
and positional expletives (Müller and Ørsnes 2011) were added. Some
phenomena that have been covered in my earlier grammars of German
have not yet been transferred to BerliGram.

The Danish grammar is documented in a book of more than 500
pages, which is not complete yet. The grammar covers the NP (def-
inite marking by suffix, bare plurals, adjuncts), verb position (SVO,
but verb inversion in V2 sentences), negation preposing, questions,
predicational constructions, specificational constructions, agreement,
coordination, case assignment, passive, perfect, adverbial phrases,
embedded interrogative clauses, object shift and negation shift, par-
tial fronting, raising and control, passive (personal and impersonal
constructions) and complex passive, adjectival passives, preposition
stranding, and modal verbs. The following examples show in a com-
pact way the interaction of several phenomena: passive with promo-
tion of either the direct object or the indirect object (7a,c), passive
and pronoun shift (7b,d), and partial fronting and object shift (7b,d):

(7) a. Bjarne
Bjarne.nom

bliver
is

ikke
not

anbefalet
recommended

den.
it.acc

‘It is not recommended to Bjarne.’ (lit: ‘Bjarne is not
recommended it.’)

b. ? Anbefalet
recommended

bliver
is

Bjarne
Bjarne.nom

den
it.acc

ikke.
not

‘It is not recommended to Bjarne.’
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c. Bogen
book.def.nom

bliver
is

ikke
not

anbefalet
recommended

ham.
him.acc

‘The book is not recommended to him.’
d. ? Anbefalet

recommended
bliver
is

bogen
book.def.nom

ham
him.acc

ikke.
not

‘The book is not recommended to him.’

The examples in (7b,d) are interesting since Danish differs from Ger-
man and Dutch in not allowing incomplete category fronting in gen-
eral. Such partial frontings can only be found if the missing compo-
nents are shifted pronouns, that is, pronouns to the left of the negation
(Holmberg 1999). Due to the complexity of the construction, examples
are marked, but Müller and Ørsnes (2013b) and Müller and Ørsnes
(2015) provide attested data.
The Mandarin Chinese grammar was implemented with the help

of Jia Zhongheng. We used the description in (Li and Thompson 1981)
as the basis for our implementation. Currently, we cover the NP (clas-
sifiers, determiners, attributive phrases with adjectives and relative
clauses), location words and localizer phrases, basic clause structure,
passive (bei construction), the ba construction, adverbials (PPs, ad-
verbs), negation, auxiliaries, aspect marking, reduplication, presenta-
tional constructions, and serial verb constructions. Among the things
that are special are NPs that contain classifiers, as in (8), and change
of part of speech by reduplication, as in (9).

(8) 那
na4
that

辆

liang4
CL

红

hong2
red

的

de
DE

车

che1
car

锈了。

xiu4.le
rust.ASP

‘That red car rusts.’

The adjective 高兴 (gao1xing4, ‘happy’) in (9a) is converted into an
adverb by forming the pattern AABB from the original adjective AB,
that is, both gao1 and xing4 are doubled.

(9) a. 他
ta1
he

很

hen
very

高兴。

gao1xing4
happy

‘he is very happy’
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b. 他
ta1
he

高高兴兴

gao1gao1xing4xing4
AABB=happily

游泳。

you3yong3
swims

‘He swims happily.’
The Persian grammar is a larger fragment, which still needs to be

fully documented (Müller et al. In Preparation). A description of some
parts of the grammar can be found in (Müller and Ghayoomi 2010).
The grammar covers various types of light verb constructions, which
are crucial for the analysis of Persian, since Persian has only very few
verbs. The light verb constructions interact with other constructions
like negation, all tenses (periphrastic and synthetic), and cliticization.
All of these interactions are covered. Furthermore, the grammar con-
tains analyses of passive, adjectival passives, the NP structure (ezafe
construction, possessives, adjectives, …), direct object marking, agree-
ment, pro-drop, non-local dependencies including those with resump-
tive pronouns, inflectional and derivational morphology, coordina-
tion, relative clauses including free relative clauses, and questions.

The grammar can be used with Persian script or with a roman-
ized version that is usually used in linguistic texts. The examples in
(10) show light verb constructions, which are an important feature of
the language. (10a) shows that the future auxiliary can interrupt the
preverb–verb sequence of light verbs. (10b) shows an example with
the negation prefix in the middle of the light verb construction and
pro-drop.
(10) a. داد.خواهمانجامراکاراینمن

man
I

in
this
kār
job
rā
dom

anjām
performance

xāh-am
will-1SG

dād.14
gave

‘I will do this work.’
b. نداشت.دوسترامرد
mard
man

rā
dom

dust
friend

na-dāšt.
NEG-had

‘He/she did not love the man.’
The Maltese grammar is an implementation of the description by

Fabri (1993). Fabri works in the framework of Lexical Decomposi-
tion Grammar, which is also a lexical framework, and his analyses are

14Example taken from (Karimi-Doostan 1997, p. 73).
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translatable into HPSG without great effort. The grammar covers basic
sentence structure, pro-drop, clitics (with correct spelling and model-
ing of the morphophonological changes, see Section 5.1.5), adjectival
predication (without copula), agreement, NP structure (including ad-
jective order, which depends on the class of adjective), definiteness
marking, and case assignment. The examples in (11) show definite-
ness marking. (11b) shows assimilation and (11c) shows clitics:15

(11) a. Il-komunist
def-communist

xejjer
waves.3m.sg

lil-l-papa.
Case-def-pope.m.sg

‘The communist waves at the pope.’
b. It-terrorist
def-terrorist

bagħat
sent

l-ittr-a
def-letter-F

lil-l-president.
Case-def-president

‘The terrorist sent the president the letter.’
c. It-terrorist
def-terrorist

bagħat=hie=l.
sent.3m.sg=3f.sg=3m.sg

‘The terrorist sent it to him.’
(11c) is ambiguous, as there is a reading with clitic left dislocation.
Both readings are accommodated by the grammar.
The grammars of Yiddish, English, and Hindi are small-scale.

They cover the basic structures of these languages and were imple-
mented in connection with work comparing several languages. For
instance, Yiddish covers V2 in main and embedded clauses, positional
expletives (Müller and Ørsnes 2011), and embedded interrogative
clauses. English covers NP structures, the main clause structure, case
assignment, agreement, auxiliary verb constructions, negation, coor-
dination, and inflectional and derivational morphology (-able deriva-
tion).

Among the basic clause structures, the grammar of Hindi covers
case assignment, agreement, verbal complex formation, nonlocal de-
pendencies, adjunctions, information structure markings, and inflec-
tional morphology.

15The examples are taken from (Fabri 1993, p. 130).
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4 basic assumptions

4.1 Valence
In the CoreGram project, we assume that valence is represented in a
uniform way across languages.16 Arguments of a head are represented
in the arg-st list (Pollard and Sag 1994, Chapter 9). They are mapped
to the valence features spr and comps in a language-dependent fash-
ion. For instance, English and Danish map the subject to the spr list
and the other arguments to comps. Danish inserts an expletive in
cases in which there is no element that can be mapped to spr, while
English does not do this (Müller and Ørsnes 2013a). German differs
from both languages in mapping all arguments of finite verbs to the
comps list (Pollard 1996).

The arguments in the arg-st list are ordered according to the
obliqueness hierarchy of Keenan and Comrie (1977), which plays a
role in the analysis of a variety of phenomena (for instance case as-
signment and depictive predicates). The elements of the arg-st list
are linked to the semantic roles that a certain head has to fill. Since the
traditional role labels like agent and patient are problematic, the Core-
Gram grammars adopt Dowty’s proto-role approach (1991). arg1,
arg2, and so on are used as role labels.
4.2 Constituent structure and constituent order
Originally, HPSG camewith very few immediate dominance schemata:
Head-Complement Schema, Head-Specifier Schema, Head-Adjunct
Schema, the Head-Filler Schema for binding off unbounded depen-
dencies, and the Head-Extra Schema for binding off clause-bound
nonlocal dependencies. Since (Sag 1997), many HPSG analyses have
a more constructional flavor, that is, specific subconstructions of these
general schemata are introduced (Sag 2010). In the CoreGram project
we stay within the old tradition of HPSG and continue to use the
rather abstract dominance schemata. However, it is possible to state
further constraints on the respective structures. So, rather than hav-
ing several very specific instances of the Head-Filler Schema, we have

16Koenig and Michelson (2012) argue for an analysis of Oneida (a Northern
Iroquoian language) that does not include a representation of syntactic valence.
If this analysis is correct, syntactic argument structure would not be universal,
but would be characteristic for a large number of languages.
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very few (for instance, for verb-second clauses and relative clauses)
and formulate additional implicational constraints that constrain ac-
tual instances of head-filler phrases further if the antecedent of the
implicational constraint is true. An example of such a constraint is the
following one, which was suggested by Bildhauer and Cook (2010,
p. 75):

(12)
�
non-head-dtrs

¬
[ head|dsl local ]

¶
head-filler-phrase

�
⇒�

is pres ∨ a-top-com ∨…
�

The constraint says that, for all head-filler phrases that have a non-
head daughter whose dsl value is of type local, the value of the infor-
mation structure feature is has to be pres ∨ a-top-com ∨….17

Since the schemata are rather general, they can be used for all
languages under consideration so far. Of course, the languages dif-
fer in terms of constituent order, but this can be dealt with by using
linearization rules that are sensitive to features whose values are lan-
guage specific. For instance, all heads have a feature initial. The
value is ‘+’, if the head has to be serialized before its complements,
and ‘−’ if it follows its complements. German and Persian verbs are ini-
tial −, while English, Danish, Mandarin Chinese and Maltese verbs
are initial +.

We assume binary branching structures, and hence we get the
structures in (13) for English and the corresponding German example:
(13) a. He [[gave the woman] a book].

b. er
he
[der
the
Frau
woman

[ein
a
Buch
book

gab]]
gave

The LP rules enforce that gave is linearized before the woman and gave
the woman is linearized before a book.

The scrambling of arguments is accounted for by ID schemata that
allow the combination of a head with any of its arguments indepen-
dently of the position an element has in the valence list of its head.
Similar analyses have been suggested in the framework of HPSG by

17 pres is an abbreviation for presentational and a-top-com abbreviates assessed-
topic-comment. For further details see (Bildhauer and Cook 2010).
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Gunji (1986) for Japanese and Pollard (1996) for German. Many au-
thors assume a valence set rather than a list. However, the order of the
elements has to be represented somewhere in the grammar, since it is
relevant for various phenomena. The proposal adopted in the Core-
Gram project assumes an ordered list but allows the saturation in an
arbitrary order. For non-HPSG analyses that are similar to the set-
based approaches, see (Fanselow 2001) and (Steedman and Baldridge
2006).

Non-scrambling languages like English combine heads with their
complements in a strict order: The least oblique element is combined
with the head first and then the more oblique complements follow.
Non-scrambling languages with head-final order take the last ele-
ment from the valence list first. Again, see (Steedman and Baldridge
2006) for a similar proposal in the framework of Categorial Gram-
mar.
4.3 Morphology and lexical rules
We follow a lexical rule-based approach to morphology. Lexical rules
are basically unary branching trees that license new lexical items
(Briscoe and Copestake 1999; Meurers 2001).18 A lexical rule can add
to or subtract from the phonology (or, in implementations, the or-
thography) of an input item. For instance, it is possible to analyze the
complex morphological patterns that we observe in Semitic languages
by mapping a root consisting of consonants to a full-fledged stem
or word that has the appropriate vowels inserted. We follow Bresnan
and Mchombo (1995) in assuming the Lexical Integrity Principle. This
means that all morphological combinations have to be done by lexical
rules, that is, fully inflected forms are part of the lexicon, most of them
being licensed by productive lexical rules.
Lexical rules do not have to change the phonology or orthogra-

phy of the item they apply to. For instance, lexical rules can be used to
license further lexical items with extended or reduced valence require-
ments. As was argued in (Müller 2002, 2006) resultative constructions
should be treated lexically. So, there is a lexical rule that maps the
stem fisch- of the intransitive version of the verb fischen (‘to fish’) onto

18Goldberg (2013) calls such lexical rules lexical templates and sets them apart
from lexical rules that relate stored lexical items.
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a stem fisch- that selects for a secondary predicate (adjective or PP)
and the subject of this predicate as well.
(14) Er

he
fischt
fishes

den
the
Teich
pond

leer.
empty

4.4 Semantics
All grammars come with a semantics component. We use Minimal Re-
cursion Semantics (Copestake et al. 2005), since it allows for the under-
specification of scope (see Section 3). For instance, the sentence in (15)
has two readings: one in which the existential quantifier outscopes the
universal quantifier and one in which the scopings are reversed.
(15) a. Every dog chased some cat.

b. ∀x(dog(x)→∃y(cat(y)∧ chase(x , y)))

c. ∃y(cat(y)∧∀x(dog(x)→ chase(x , y)))

These readings can be represented compactly in an underspecified way
as in (16):
(16) 〈 h0, {

h1:every(x, h2, h3), h4:dog(x), h5:chase(e, x, y),
h6:some(y, h7, h8), h9:cat(y) }, { h2 =q h4, h7 =q h9 } 〉

Every word that contributes semantically has a referential index (x, y
in (16)) or event variable (e in (16)) and a list of relations that con-
tains elementary predications. Elementary predications come with a
so-called handle (h1, h4, h5, h6, and h9 in (16)) that can be used to
embed the respective elementary predicate under another one. Quan-
tifiers are represented as three-place predicates. They have one slot for
the variable they bind and two further slots for their scope and their
restriction (for instance h7 and h8 in (16)). In addition, it is possible
to specify scope constraints that say which elementary predication has
to be outscoped by a certain quantifier (for instance, (16) says that the
h2 argument of every has to outscope h4, which is the handle of dog).

The MRS in (16) can best be depicted as in Figure 6. h0 stands
for the top element. This is a handle that dominates all other handles
in a dominance graph. The restriction of every dominates dog and the
restriction of some dominates cat. The bodies of both quantifiers domi-
nate chase. The interesting thing is that exact dominance relations are
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Figure 6:

Dominance
graph for Every
dog chases some

cat.

h0

h1:every(x, h2, h3) h6:some(y, h7, h8)

h4:dog(x) h9:cat(y)

h5:chase(x,y)

Figure 7:
every(x, dog(x),
some(y, cat(y),
chase(x, y))) ≡

(15b)

h0

h1:every(x, h2, h3) h6:some(y, h7, h8)

h4:dog(x) h9:cat(y)

h5:chase(x,y)

not fixed, which is indicated by the dashed lines in Figure 6. There are
two ways to plug an elementary predication into the open slots of the
quantifiers:
(17) a. Solution one: h0 = h1, h2 = h4, h3 = h5, h7 = h9, and

h8 = h5.
(every dog has wide scope)

b. Solution two: h0 = h6, h7 = h9, h8 = h1, h2 = h4, and
h3 = h5.
(some cat has wide scope)

The solutions are depicted as Figure 7 and Figure 8.
When several linguistic objects are combined, all the elementary

predications and the scope constraints are collected at mother nodes.
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h0

h1:every(x, h2, h3) h6:some(y, h7, h8)

h4:dog(x) h9:cat(y)

h5:chase(x,y)

Figure 8:
some(y, cat(y),
every(x, dog(x),
chase(x, y))) ≡
(15c)

This corresponds to traditional compositional semantics. However, it
is also possible to add additional relations and scope constraints in the
computation of the meaning of a certain combination. This makes it
possible to capture the insight from Construction Grammar that some-
times the meaning of a complex combination contains more than is
present in the individual components of the complex object.
See (Copestake et al. 2005) for a full introduction to MRS, and

(Müller 2015c) for a brief one.
4.5 Information structure
The German grammar contains constraints on information structure.
The corresponding theory was developed by Felix Bildhauer and
Philippa Cook and implemented by Felix Bildhauer in Project A6
of the collaborative research centre SFB 632 on information structure
(Bildhauer and Cook 2010; Müller et al. 2012). See also Example (12)
above. Project A6 explored the various contexts for so-called mul-
tiple frontings. It implemented an analysis that refers to syntactic
configurations and assigns the elementary predications from an MRS
representation to topic and focus lists. See (Engdahl and Vallduví
1996) for the general approach.
Elodie Winckel is currently augmenting the French grammar with

an information-structure component. This work is also carried out in
the context of SFB 632, and one goal of this work is to test to what
extent it is possible to explain island constraints with respect to infor-
mation structure (Ambridge and Goldberg 2008).
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Bildhauer’s (2008) Spanish grammar also implements a theory of
information structure, and as was mentioned above, this grammar is
currently ported to the CoreGram format.

5 implementation details

5.1 TRALE
The grammars are implemented in TRALE (Meurers et al. 2002; Penn
2004). TRALE implements typed feature descriptions. Every grammar
consists of a signature (a type hierarchy with feature introduction and
appropriateness constraints) and a theory that states constraints on ob-
jects of these types. TRALE is implemented in Prolog and comes with
an implementation of relational constraints that maps the TRALE rela-
tions to Prolog relations. TRALE has two parsers: a standard bottom-up
chart parser and a linearization parser (Suhre 1999). The CoreGram
project uses the standard bottom-up parser. Both parsers use a phrase
structure backbone. TRALE is available as bootable CD-ROM (Müller
2007a). The CD-ROM contains a full installation of all components
that were available in 2007. This includes a chart display for develop-
ing and debugging grammars, Utool for visualizing dominance graphs
from semantic representations and scope resolving (Koller and Thater
2005), and [incr tsdb()] for systematic testing (see Section 7). We hope
to finish a new virtual machine soon that includes a new and much
faster version of TRALE, the most recent versions of the CoreGram
grammars, and Kahina, a powerful debugger for constraint resolution
systems like TRALE (Dellert et al. 2010, 2013). A beta version is al-
ready available.

Compared to other systems such as LKB (Copestake 2002), the
expressive power of the description language is high (see also Melnik
2007). This allows for the rather direct implementation of analyses
that are proposed by theoretical linguists. The following descriptive
devices are used in the theory and are provided by TRALE; the refer-
ences point to papers which argue for such constructs:
• empty elements (Kiss 1995; Meurers 1999a; Levine and Hukari
2006; Bender 2000; Sag et al. 2003, p. 464; Borsley 2004, Sec-
tion 3.3; Müller 2007b, 2014b,d; Haugereid et al. 2013)
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• relational constraints (Pollard and Sag 1994; Bouma et al. 2001;
Meurers et al. 2003),
• complex antecedents in implicational constraints (Bonami et al.
1998; Meurers 2000, p. 207; Bonami and Godard 2001, p. 148;
Koenig and Davis 2004, p. 145, 149; Müller 2007b, p. 145, Sec-
tion 10.3; 2014d; Bildhauer and Cook 2010, p. 75; Van Eynde and
Augustinus 2014, p. 166; Alotaibi and Borsley 2013, p. 18),
• cyclic structures (Engdahl and Vallduví 1994, p. 56; Meurers,
2000, p. 2007; 2001, p. 176, Samvelian 2007, p. 638),
• macros, and
• a morphology component that has the expressive power needed
to account for nontrivial morphological phenomena.

5.1.1 Empty elements
All CoreGram grammars use empty elements to account for extrac-
tion phenomena. Auxiliary inversion in English has not yet been im-
plemented, but German and Danish use head-movement analyses to
account for the verb in initial position in questions and V2 clauses.
TRALE has mechanisms to precompile grammars and to eliminate
most of the empty elements (for a discussion, see Müller 2014b).
5.1.2 Complex antecedents
To see how useful implicational constraints with complex antecedents
are both from a theoretical and an implementational perspective, con-
sider the constraint in (12) again. Proposals that do not make use of
such implementational constraints would have to introduce two sub-
types of head-filler-phrase: one for head-filler phrases with the dsl
value local – let us call this type head-filler-phrase-dsl – and one for
head-filler phrases with the dsl value different from local. The infor-
mation structure constraints from (12) will be constraints on structures
of type head-filler-phrase-dsl:
(18) head-filler-phrase-dsl ⇒�

non-head-dtrs
¬
[ head|dsl local ]¶

is pres ∨ a-top-com ∨ …
�

Proponents of such a theory would basically make explicit which
daughters could appear in the filler position.
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In our setting with implicational constraints, we do not need these
two additional types. We formulate the constraint in (12), and this
constraint applies only to those head-filler phrases that have a non-
head daughter with a dsl value of type local. Therefore, our theory
is simpler and has to be preferred over other approaches that dupli-
cate information about the combinatorics of linguistic objects in type
names.
5.1.3 Relational constraints
The relational constraint that is used most often in HPSG is append
(‘⊕’), which concatenates two lists. While many of the uses of append
can be recoded using difference lists, this is not always the case. See
(Meurers et al. 2003) for some discussion. In the implementation of
scrambling that was sketched in Section 4.2 above, a valence list is
split into three parts. The first is a list of arbitrary length, the sec-
ond is a list containing the element that has to be combined with the
head, and the third is a list of arbitrary length again. This can be im-
plemented directly using append: A ⊕ 〈 XP 〉 ⊕ B.

Another application of relational constraints is the determination
of the last element of a list. For technical reasons the argument struc-
ture and valence lists are represented with the most oblique element
at the beginning (as in Pollard and Sag 1987). If one wants to access
the least oblique element in the arg-st list, one has to find the last
element of this list. In the theory of Heinz and Matiasek (1994), which
follows Haider (1986), transitive and unergative verbs have a desig-
nated argument that is identical to the least oblique argument of the
verb. (19) shows how this can be expressed in TRALE:

(19) (synsem:loc:cat:(head:da:[last(ArgSt)],
arg_st:ArgSt))

ArgSt is the value of the arg-st feature, and last(ArgSt) returns the
last element of this list, which is represented as the element of the list
which is the value of the feature da. Note that this works for lists of
arbitrary length. This is important for verbs like the German lassen (‘to
let’) that raise the arguments of the verbal element that they embed.
TRALE uses a delay mechanism to postpone the execution of relational
constraints until enough information is available. In the case of lassen,
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the constraints are delayed until it is combined with the embedded
verb and the actual length of its argument structure list is known.
5.1.4 Macros
Just like types, macros can be organized in hierarchies. The type hi-
erarchies are stated in a signature, but the macro hierarchies are con-
structed by calling other macros in a macro definition. Macros differ
from types in allowing parameters. This makes it possible to repre-
sent the lexicon in a rather compact way. For instance, (20a) shows
the lexical item for work, and (20b) the definition of the macro that is
called.
(20) a. work ---> @intrans_verb(a_ work,agentive).

b. intrans_verb(Relation,Sort) :=
(@strict_intrans_nerg_verb,
rels:[(pred:Relation,

arg1:sort:Sort)]).

5.1.5 Lexical rules and morphology
TRALE uses a special syntax for lexical rules: an identifier is followed
by the keyword ‘lex_rule’, by the input description, the arrow ‘**>’
and the output description. Since we want to be as close as possible to
HPSG analyses, we assume that every lexical rule has a specific type
(definiteness_lr in (24) below). The respective typed feature structure
models a linguistic object with a daughters list. The daughter is the
input of the lexical rule. In addition to this, a lexical rule has to have a
morphs statement that says something about how the orthography of
the input is related to the orthography of the output. (24) shows the
lexical rule that is used to account for definiteness marking in Maltese.
Definiteness is marked with an /l/ at nouns and adjectives in Maltese.
(21) gives an example:19

(21) l-ktieb
def-book

If the noun starts with one of the coronals /d/, /t/, /s/, /z/, /ʃ/, /ts/,
/tʃ/, /n/, or /r/, the /l/ is assimilated. (22) gives an example:

19 (21), (22) and (23b) are underlying forms. If the definite form of book is
used in isolation, an /i/ has to be added.

[ 61 ]



Stefan Müller

(22) r-raġel
def-man

The only exception is the coronal /dʒ/, which is exempt from assimi-
lation.

Inner epenthesis can be observed if the word starts with /s/ or
/ʃ/ followed by a consonant:
(23) a. skola

school
b. l-iskola
def-school

If inner epenthesis applies, it prevents assimilation.
The lexical rule splits the input characters into an initial part S

and a part X and tests whether S is [s] or [x] by calling the predicate
s_sh. If this call succeeds, li is appended to the output. If this call does
not succeed, other clauses are tried. If the input starts with a coronal,
the coronal is doubled. Otherwise the input is prefixed with an l.20

(24) definiteness_lr lex_rule
Dtr
**>
(definiteness_lr,
dtrs:[Dtr])
morphs

(S,X) becomes (li,S,X) when s_sh(S), % l-iskola
(C,X) becomes (C,C,X) when coronal(C), % r-raġel
X becomes (l,X). % l-ktieb

s_sh([s]).
s_sh([x]).

coronal([d]).
coronal([t]).

20A reviewer asked whether CoreGram parses sounds or orthographic rep-
resentations. The latter is the case, but since the Maltese spelling is close to the
phonological representation in the relevant area, phonological concepts like coro-
nal can be used in the rules that relate orthographic forms. s_sh/1 and coro-
nal/1 are Prolog predicates.
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coronal([s]).
coronal([z]).
coronal([n]).
coronal([r]).

5.2 Setup of CoreGram
The grammars are organized in one directory for every language. The
respective directories contain a subdirectory named Core-Grammar.
This directory contains files that are shared between the grammars.
For instance, the file core-macros.pl contains macros that are or can
be used by all languages. For every language, there is a load file to
fetch the relevant files from the core grammar directory that. So, for
instance english.pl, french.pl, and danish.pl all load nom-acc.pl since
these languages are nominative–accusative languages. These files also
contain code for loading macros and constraints for languages that
do not form a verbal complex, while german.pl does load the files
for cluster-forming languages. These files directly correspond to the
constraint sets that were discussed in Section 2.

The option to specify type constraints makes it possible to state
constraints that hold for a certain construction cross-linguistically in
a file that is loaded by all grammars and restrict structures of this type
further in language-particular files.
Lexical rules are also described by feature descriptions and orga-

nized in type hierarchies (Meurers 2001). Just like other constraints,
the constraints on lexical rules can be shared.

6 comparison to other
multilingual projects

Two other large groups are currently working in the area of multi-
lingual grammar engineering. We will deal with both of them in the
following subsections and will explain in what way the CoreGram
project differs from them. The DELPH-IN consortium21 will be de-
scribed in Section 6.1, and ParGram in Section 6.2.

21DELPH-IN is an abbreviation for Deep Linguistic Processing with HPSG.
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6.1 DELPH-IN and the LinGO Grammar Matrix
The DELPH-IN group uses the LKB system (Copestake 2002) for gram-
mar development. The LinGO Grammar Matrix provides a collection
of types for lexical objects and phrasal schemata that can be used by
grammar writers (Bender et al. 2002; Bender and Flickinger 2005).
The Matrix builds on experiences from the development of grammars
for English, German, Japanese, and Spanish. The GrammarMatrix pro-
vides a starter set. This can be modified and extended by individual
grammar writers without any interaction with any other grammars
that were derived from the Matrix. Of course, there is a feedback loop:
Grammar writers can inform the developers of the Grammar Matrix
about their requirements and changes which they believe to be appro-
priate. In the CoreGram project all grammars use the same core files.
If the grammar core is changed because of evidence in, say, Persian,
all other grammars have to be compatible with the change or have to
be adapted. While this increases the complexity of the development
process considerably, the result is a consistent set of grammars with
partly shared constraints for several typologically diverse languages.

Work that is done in the DELPH-IN consortium has a strong focus
on applications. Efficient processing has a high priority. This, among
other causes, led to a reduction of the expressive power of the de-
scription formalism and is also reflected in analyses. See, for instance,
(Crysmann 2003) and the criticism in (Müller 2005, Section 3.6). In
our project, we see processing issues as secondary and want to treat
computationally expensive, but linguistically interesting phenomena
as well as those that can be handled efficiently. Although the devel-
opment of linguistically motivated analyses has the highest priority,
processability is not ignored completely. Since profiling tools (chart
display and the test suite tool [incr tsdb()], see Oepen and Carroll 2000)
are integrated into TRALE, an exact examination of the grammars is
possible, and unnecessary computations of the parser can be detected
and eliminated.
6.2 ParGram
A similar community to the DELPH-IN consortium is working in the
framework of LFG and is organized in the ParGram project (Butt et al.
1999, 2002). The goal of the project is the implementation of parallel
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LFG grammars for a set of languages. Currently, there exist grammars
for Arabic, Danish, English, Georgian, German, Hungarian, Japanese,
Malagasy, Norwegian, Polish, Tigrinya, Turkish, Hungarian, Urdu,
Vietnamese, Welsh, and Wolof (see Müller 2015b, Chapter 6, for an
overview and references). These grammars are parallel in that they
produce f-structures that have the same feature geometry and uni-
form analyses of the phenomena. Parallel grammar development is
challenging for developers, since each phenomenon has to be exam-
ined carefully, and it has to be decided whether a cross-linguistic
analysis is feasible at all, whether the phenomenon is idiosyncratic
and language-specific, or whether the feature geometry has to be
changed. The grammars are developed in the X(erox) L(inguistic)
E(nvironment) system (Kaplan et al. 2002; Butt et al. 1999).

The ambitions of our project (and also the Grammar Matrix)
are higher than those of the ParGram project, since HPSG grammars
model the whole range of grammatical properties: Morphology, syn-
tax, semantics, and information structure are described with the same
feature geometry. Dominance schemata for head-argument phrases,
head-adjunct phrases, filler-head phrases, specifier-head phrases, and
so on are specified for all languages or for certain language classes.
In comparison, computational LFG grammars differ enormously in
their c-structures, while morphology is usually taken care of by exter-
nal programs (Finite State Morphology) and is not part of theoretical
considerations. Since, for instance, complex predicate formation in
languages such as German and Persian interacts with derivational
morphology (Müller 2003b, 2010b), we consider it crucial that mor-
phology is dealt with within the grammatical framework, and that the
computational implementation reflects the tight connection between
the two parts of grammar.

7 measuring progress

Much to the frustration of many linguists, the contribution of cer-
tain theoretical approaches to progress in linguistics is rather unclear.
Many proposals do not extend the amount of data that was already
covered by analyses developed during the 1980s in the framework
of GB and other, non-transformational, frameworks. In comparison,
the methodology described in Section 2 leads to grammars with in-
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creasing coverage and analyses that are improved by cross-linguistic
considerations.
The TRALE system has been combined with [incr tsdb()], a piece

of software for systematic grammar profiling (Oepen and Flickinger
1998). The grammars are accompanied with a set of example phrases
that can be analyzed by the grammar. In addition, the test suite files
contain ungrammatical word sequences from the literature and un-
grammatical sequences that were discovered during the grammar de-
velopment process. See (Oepen et al. 1997; Müller 2004) on the con-
struction of test suites. Since TRALE has a chart display that makes it
possible to inspect the parse chart, it is possible to inspect all linguis-
tic objects that are licensed by the grammar, even if they do not play
a role in analyzing the particular sentence under consideration. The
result of this careful inspection is a collection of ungrammatical word
sequences that no theoretical linguist would have been able to come
up with, since it is very difficult to find all the possible side effects of
an analysis that is not sufficiently constrained. These negative exam-
ples are distributed with the grammars and book publications and can
help theoretical and computational linguists improve their theories
and implementations.

After changing a grammar, the sentences of the respective test
suite are parsed and the result can be compared to previous results.
This ensures that the coverage of grammars is extended. If constraints
in files that are shared among several grammars are changed, the re-
spective grammars are tested as well. The effects that changes to gram-
mar X cause in grammar Y are often unexpected, and hence it is very
important to do systematic testing.

8 conclusions

I have discussed desiderata for linguistic theories and argued that
linguistic theories have reached a level of complexity that cannot
be handled by humans without help by computers. I have presented
a certain type of UG-based approaches to natural language that as-
sumes that evidence for an entity in a certain language provides
evidence for the presence in other languages as well, even though
the entity might be covert in the latter languages. I have argued
that such lines of argumentation are not appropriate given what we
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know about language acquisition today. I have suggested an alter-
native bottom-up method for constructing theories by developing
grammars that are surface-oriented and motivated on a language-
specific basis, without stipulating entities that could not be acquired
from input of the language under consideration alone. Generaliza-
tions regarding language or language classes are derived by extending
the number of languages that are considered and by organizing the
constraints of the languages under consideration into sets of con-
straints that are shared by two or more languages. I have defended
this method against rather agnostic views maintained by some ty-
pologists. Finally, I have provided a brief description of basic as-
sumptions and the basic setup of the CoreGram project and argued
that working in such a general setting makes sure that progress is
made.
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