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Populating a multilingual ontology
of proper names from open sources

Agata Savary?, Leszek Manicki®>3, and Matgorzata Baron'?

1 Université Francois Rabelais Tours, Laboratoire d’informatique, France
2 Institute of Computer Science, Polish Academy of Sciences, Warsaw, Poland
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ABSTRACT

Even if proper names play a central role in natural language processing
(NLP) applications they are still under-represented in lexicons, anno-
tated corpora, and other resources dedicated to text processing. One
of the main challenges is both the prevalence and the dynamicity of
proper names. At the same time, large and regularly updated knowl-
edge sources containing partially structured data, such as Wikipedia or
GeoNames, are publicly available and contain large numbers of proper
names. We present a method for a semi-automatic enrichment of Pro-
lexbase, an existing multilingual ontology of proper names dedicated
to natural language processing, with data extracted from these open
sources in three languages: Polish, English and French. Fine-grained
data extraction and integration procedures allow the user to enrich
previous contents of Prolexbase with new incoming data. All data are
manually validated and available under an open licence.

1 INTRODUCTION

Proper names and, more generally, named entities (NEs), carry a par-
ticularly rich semantic load in each natural language text since they
refer to persons, places, objects, events and other entities crucial for its
understanding. Their central role in natural language processing (NLP)
applications is unquestionable but they are still under-represented in
lexicons, annotated corpora, and other resources dedicated to text pro-
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cessing. One of the main challenges is both the prevalence and the
dynamicity of proper names. New names are constantly created for
new institutions, products and works. New individuals or groups of
people are brought into focus and their names enter common vocab-
ularies.

At the same time, large knowledge sources become publicly avail-
able, and some of them are constantly developed and updated by a col-
laborative effort of large numbers of users, Wikipedia being the most
prominent example. The data contained in these sources are partly
structured, which increases their usability in automatic text process-
ing.

In this paper our starting point is Prolexbase (Krstev et al. 2005;
Tran and Maurel 2006; Maurel 2008), an open multilingual knowledge
base dedicated to the representation of proper names for NLP appli-
cations. Prolexbase initially contained mainly French proper names,
even if its model supports multilingualism. In order to extend its cov-
erage of other languages we created ProlexFeeder, a tool meant for
a semi-automatic population of Prolexbase from Wikipedia and, to a
lesser extent, from GeoNames.

Figure 1 shows the data flow in our Prolexbase population pro-
cess. The three main data sources are: (i) Polish, English and French
Wikipedia, (ii) Polish names in GeoNames, (iii) Polish inflection re-
sources in Translatica, a machine translation software. Automatically
selected relevant classes in Wikipedia and in GeoNames are manually
mapped on Prolexbase typology. The data belonging to the mapped
classes are automatically extracted and their popularity (or frequency)
is estimated. Inflection rules are used to automatically predict in-
flected forms of both simple and multi-word entries from Wikipedia.
The resulting set of candidate names is fed to ProlexFeeder, which
integrates them with Prolexbase in two steps. Firstly, a candidate is
automatically checked to see if it represents an entity which is already
present in Prolexbase. Secondly, the entry, together with its transla-
tions, variants, relations and inflected forms is manually validated by
an expert lexicographer.

The motivation behind Prolexbase is not to represent as many
available names as possible, like in the case of other large automati-
cally constructed ontologies such as YAGO (Suchanek et al. 2007) or
DBpedia (Mendes et al. 2012). We aim instead at a high quality, i.e.

[ 190 ]
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manually validated, incremental resource dedicated to NLP. This im-
plies:

* A rather labour-intensive activity, thus a reduced scope of the
result. This requires a definition of appropriate selection criteria
that allow us to retain only the most relevant, popular and stable
names. In this paper we exploit criteria based on: (i) the popular-
ity of the corresponding Wikipedia articles, (ii) systematic lists of
some major categories found in GeoNames.

« Thorough data integration techniques allowing us to avoid du-
plication of data during an enrichment process (as opposed to
extraction from scratch) in which previously validated data can
be merged or completed with new incoming data.

» NLP-targeted features, particularly with respect to highly in-
flected languages such as Polish, which are non-existent in tradi-
tional ontologies. Prolexbase was designed with such languages
in mind, notably Serbian (Krstev et al. 2005), which belongs, like
Polish, to the family of Slavic languages. This allows us to account
for rich word formation, variation and inflection processes within
the same model.

[ 191 ]
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Prolexbase might correspond to the kernel NE lexicon, i.e. the com-
mon shared NE vocabulary appearing in texts of differents dates, types
and subjects, as opposed to the peripheral NEs used infrequently and
in domain-specific jargons. As suggested by Saravanan et al. (2012),
handling peripheral NEs might then rely on their co-occurence with
the kernel NEs.

This paper is organized as follows. Section 2 summarizes the ma-
jor features of Prolexbase and of the input data sources relevant to the
population process. Section 3 describes data integration issues. In Sec-
tion 4 we briefly address the human validation interface. Section 5 is
dedicated to evaluation of the population process and of a named en-
tity recognition system using the resulting Prolexbase resources. Sec-
tion 6 contains a detailed discussion of related work. Finally, Section 7
concludes our contributions, and Section 8 summarizes some perspec-
tives for future work and mentions possible applications of the rich
Prolexbase model and data.

2 INPUT KNOWLEDGE SOURCES
2.1 Prolexbase

Prolexbase (Krstev et al. 2005; Tran and Maurel 2006; Maurel 2008)
offers a fine-grained multilingual model of proper names whose speci-
ficity is both concept-oriented and lexeme-oriented. Namely, it com-
prises a language-independent ontology of concepts referred to by
proper names, as well as detailed lexical modules for proper names
in several languages (French, English, Polish and Serbian being the
best covered ones). Prolexbase is structured in four levels for which a
set of relations is defined.

The metaconceptual level defines a two-level typology of four
supertypes and 34 types, cf. (Agafonov et al. 2006):

1. Anthroponym is the supertype for individuals — celebrity, first
name, patronymic, pseudo-anthroponym - and collectives — dy-
nasty, ethnonym, association, ensemble, firm, institution, and organi-
zation.

2. Toponym comprises territories — country, region, supranational —
and other locations — astronym, building, city, geonym, hydronym,
and way.

[ 192 ]
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3. Ergonym includes object, product, thought, vessel, and work.

4. Pragmonym contains — disaster, event, feast, history, and meteorol-
0gy.

Some types have secondary supertypes, e.g. a city is not only a to-
ponym but also an anthroponym and a pragmonym. The metaconcep-
tual level contains also the existence feature which allows to state if a
proper name referent has really existed (historical), has been invented
(fictitious) or whether its existence depends on religious convictions
(religious).

The originality of the conceptual level is twofold. Firstly, proper
names designate concepts (called conceptual proper names), instead
of being just instances of concepts, as in the state-of-the-art approaches
discussed in Section 6. Secondly, these concepts, called pivots, include
not only objects referred to by proper names, but also points of view
on these objects: diachronic (depending on time), diaphasic (depending
on the usage purpose) and diastratic (depending on sociocultural strat-
ification). For instance, although Alexander VI and Rodrigo Borgia refer
to the same person, they get two different pivots since they represent
two different points of view on this person. Each pivot is represented
by a unique interlingual identification number allowing to connect
proper names that represent the same concepts in different languages.
Pivots are linked by three language-independent relations. Synonymy
holds between two pivots designating the same referent from differ-
ent points of view (Alexander VI and Rodrigo Borgia). Meronymy is the
classical relation of inclusion between the meronym (Samuel Beckett)
and the holonym (Ireland, understood as a collective anthroponym).
Accessibility means that one referent is accessible through another,
generally better known, referent (Tran and Maurel 2006). The acces-
sibility subject file with 12 values (relative, capital, leader, founder,
follower, creator, manager, tenant, heir, headquarters, rival, and compan-
ion) informs us about how/why the two pivots are linked (The Magic
Flute is accessible from Mogzart as creator).

The linguistic level contains prolexemes, i.e. the lexical repre-
sentations of pivots in a given language. For instance, pivot 42786 is
linked to the prolexeme Italy in English, Italie in French and Wiochy in
Polish. There is a 1:1 relation between pivots and prolexemes within
a language, thus homonyms (Washington as a celebrity, a city and
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a region) are represented by different prolexeme instances. A pro-
lexeme can have language-dependent variations: aliases (abbrevia-
tions, acronyms, spelling variants, transcription variants, etc.) and
derivatives (relational nouns, relational adjectives, prefixes, inhab-
itant names, etc.). The language-dependent relations defined at this
level include, in particular: classifying context (the Vistula river), ac-
cessibility context (Paris — the capital of France), frequency (com-
monly used, infrequently used or rarely used), and language (association
of each prolexeme to one language).

The level of instances! contains inflected forms of prolexemes,
aliases and derivatives, together with their morphological or mor-
phosyntactic tags. These forms can either be materialized within Pro-
lexbase itself or be represented by links to external morphological
models and resources.

Figure 2, inspired by Krstev et al. (2005), shows an extract of the
intended contents of Prolexbase containing the vicinity of the prolex-
eme Rzym ‘Rome’, in particular its pivot, stylistic synonym, meronym,
derivatives, and instances.

In order to adapt Prolexbase to being populated with Wikipedia
data in an automated way several minor changes in the original Pro-
lexbase structure have been made. Notably, the Wikipedia link at-
tribute has been added to the description of prolexemes in every lan-
guage. Furthermore, since intense searches of prolexemes, aliases and
instances are frequently performed by ProlexFeeder, indices have been
created on appropriate data.

2.2 Wikipedia

Wikipedia is a constantly growing project grouping a set of open-
source online encyclopaedia initiatives run by the MediaWiki software
and filled with content by volunteer authors. Polish is the sixth largest

I Note that Prolexbase terminology is non-standard with respect to WordNet
(Miller 1995). Notably, in Prolexbase hypernyms of entities referred to by proper
names are metaconcepts, entities are concepts (represented by pivot identifiers),
and the inflected forms of names are called instances. In WordNet, hypernyms of
entities are concepts while the surface forms of the entities themselves are called
instances. See also Section 6 for a discussion on the instance-to-concept mapping
which we perform, as opposed to the concept-to-concept mapping standard in
the related work.

[ 195 ]
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Wikipedia project with its 900,000 articles. We use the dump contain-
ing all Polish articles of the current release available at the beginning
of 2011. The data extraction process described in Section 3.1.1 may
be iteratively repeated using a newer Wikipedia dump release in order
to add new entries to Prolexbase and complete the existing ones.

Wikipedia articles describing the same topic in different lan-
guages can be connected by interwiki links. We used this intercon-
nection shorthand feature to automatically extract translations for
titles of Polish articles.

Categories and infobox templates are two possible means of classi-
fying Wikipedia articles. Both are language-specific and user-defined.
No mechanism is provided for ensuring a compatibility of category
hierarchies in different languages. As a result, a Polish entry and its
English or French equivalent may be assigned to non-equivalent cate-
gories or incompatible category hierarchies. Moreover, categories are
often used by Wikipedia users to group related articles rather than to
create a hierarchical structure of data. Thus, some categories may in-
clude both individual entities and general domain-related terms. For
instance, the category powiaty ‘counties’ in Polish Wikipedia contains
the list of Polish counties but also terminological items such as powiat
grodzki ‘city county’ (a county type in the current Polish administra-
tive division system) or powiaty i gminy o identycznych nazwach ‘Polish
homonymous counties and communes’ (containing the list of homony-
mous Polish administrative division units). Conversely, infoboxes are
usually added to articles that only cover individual entities, not gen-
eral domain-related terms. For this reason, we used infobox templates
as the main criteria for extracting and classifying proper names from
Wikipedia, as described in Section 3.1.1.

Like categories, redirects belong to special classes of Wikipedia ar-
ticles. They allow one to automatically access an article whose title is
not identical with the query. Redirects may be used for various pur-
poses including orthography and transcription variants, official names
(1), eliptical variants, acronyms and abbreviations, diachronic vari-
ants (2), pseudonyms, common spelling errors and names with extra
disambiguating data (3).

€8] Main Polish entry: Wielka Brytania ‘Great Britain’
Redirects: Zjednoczone Krolestwo ‘United Kingdom’, Zjednoczo-
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ne Krélestwo Wielkiej Brytanii i Irlandii Pétnocnej ‘United King-
dom of Great Britain and Northern Ireland’

@) Main Polish entry: Plac Powstaricow Warszawy w Warszawie
‘Warsaw Uprising Square in Warsaw’
Redirects: Plac Napoleona ‘Napoleon Square’, Plac Warecki
‘Warka Square’

3 Main English entry: Sierra Blanca (settlement in Texas)
Redirects: Sierra Blanca (TX), Sierra Blanca, TX

2.3 GeoNames

GeoNames is a database of geographical names collected from vari-
ous publicly available and official sources such as American National
Geospatial-Intelligence Agency (NGA), U.S. Geological Survey Geo-
graphic Names Information System or British Ordnance Survey. The
database contains over 10 million records related to over 8 million
unique features. It stores toponym names in different languages but
also some encyclopaedic and statistical data such as elevation, pop-
ulation, latitude and longitude. Information on administrative subdi-
vision is also provided for numerous entries. Entries are categorized
into 9 main classes which in turn divide into 645 highly fine-grained
subcategories.? For instance, code S.CAVE refers to the subcategory
cave of the main class spot. All the data are freely available under the
Creative Commons Attribution license®, both through the GeoNames
web interface and through numerous programming libraries (APIs).
As GeoNames exploits heterogeneous sources and the quality of its
contents may vary, a wiki-like interface is provided for users in order
to correct and expand the data.

2.4 Translatica

As described in Section 2.1, Prolexbase entries in any language are
supposed to be supplied with their inflected forms called instances. Nei-
ther GeoNames, nor Wikipedia contain explicit inflection or grammat-

2 http://www.geonames.org/export/codes.html
3 http://creativecommons.org/licenses/by/3.0/
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ical data. Due to the limited inflection system of English and French
proper names, we do not automatically generate inflected forms of
entries in these languages. Polish, however, has a rich inflection sys-
tem and instances have to be suggested automatically if the human
validation is to be efficient. We use the inflection routine, based on
dictionary lookup and guessing, developed for Translatica (Jassem
2004), a Polish-centred machine translation system. For over 260,000
extracted Wikipedia entries almost 2 million instances have been col-
lected in this way. We used the Morfologik dictionary* as a source of
inflected forms both for single entries and for components of multi-
word units. All Polish instances were further manually validated and
corrected before their addition to Prolexbase (cf. Section 4).

3 DATA INTEGRATION

3.1 Data selection

Wikipedia and GeoNames were used as the main sources of new entries
for Prolexbase enrichment. In this section we describe the process of
extracting structured data from both sources.

3.1.1 Data selection from Wikipedia

Since Wikipedia is a general-purpose encyclopaedia, the first chal-
lenge was to select only those Wikipedia articles whose titles repre-
sent proper names. Initially, Wikipedia categories seemed to provide
natural selection criteria. Some previous attempts, such as (Toral et al.
2008), are based, indeed, on mapping WordNet synsets onto Wikipe-
dia categories and on applying capitalisation rules for retaining only
virtual proper names from a set of entries. However the high num-
ber of Wikipedia categories (1,073 low-level in Polish, 73,149 in to-
tal) and their heterogeneous nature explained in Section 2.2 made us
turn to primarily using infoboxes, similarly to DBpedia (Bizer et al.
2009).

We extracted the list of all infobox templates used in Polish Wi-
kipedia and manually selected those which seemed related to proper
names. As a result we obtained 340 relevant templates. We extracted
all Polish entries containing infoboxes built upon these templates.

4 http://morfologik.blogspot.com
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Each entry was assigned a class based on the name of the correspond-
ing infobox template. English and French translations of Polish entities
(if any) were extracted via interwiki links. Thus, we obtained a trilin-
gual list of classified named entities, henceforth called initWikiList.

The Polish version of Wikipedia, unlike e.g. the English version,
contains rather few infobox templates referring to people. Even if sev-
eral specific classes, like Zotnierz ‘soldier’, pitkarz ‘football player’ or
polityk ‘politician’ do exist, the major part of people-related articles
contain a biogram ‘personal data’ infobox, consisting only of basic
personal data (date of birth, nationality, etc.). The initWikiList con-
tained numerous Polish entries with an infobox of the biogram class.
We noticed that such entries often belong to fine-grained Wikipe-
dia categories, e.g. niemieccy kompozytorzy baroku ‘German Baroque
composers’. These categories turned out to be rather homogeneous in
terms of including only actual named entities, and not general domain-
related terms (cf. Section 2.2). Moreover, many articles belonging to
these categories had no infobox attached.

This observation led us to extending the coverage of the extraction
process. We collected the list of 676 person-related categories con-
taining entries from initWikiList. Then we expanded initWikiList with
all entries from these categories that did not contain an infobox. Each
entry from the resulting trilingual list was assigned: (i) its Wikipe-
dia URLs in Polish, English and French (if any) (ii) its Wikipedia class,
i.e. its Polish infobox class (if its article contained an infobox) or its
Polish category (if the entry belonged to a person-related Wikipedia
category). After filtering out some evident errors we obtained the final
list of candidate proper names and their associated data to be added
to Prolexbase. The list contained 262,124 Polish entries with 255,835
English and 139,770 French translations.

As mentioned in Section 2.2, Wikipedia redirects may be valu-
able sources of aliases and synonyms for the retrieved entries but
they are heterogeneous in nature. Orthography and transcription vari-
ants, official names (1), eliptical variants, acronyms and abbreviations
represent aliases in terms of Prolexbase. Diachronic variants (2) and
pseudonyms correspond to diachronic and diastratic synonyms, re-
spectively. Spelling errors and variants with disambiguating data (3)
are irrelevant. We could automatically remove only redirects of type
(3), as well as those pointing at article subsections rather than articles
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themselves. The elimination of spelling errors, as well as the distinc-
tion between virtual aliases and synonyms had to be left for further
manual validation stage (cf. Section 4). The final resulting collection
contained 33,530 redirects to Polish, 297,377 to English, and 92,351
to French Wikipedia articles.

3.1.2 Data selection from GeoNames

As the amount of entries in GeoNames is huge it is hardly feasible
to validate all of them manually before adding them to Prolexbase.
Thus, it was necessary to select a well-defined subset of these data.
We have used only the country names®, all Polish names®, as well as
alternate names’. We have examined several category-dependent se-
lection criteria based on numerical data accessible in GeoNames such
as the height of a mountain or the population of a city. Such crite-
ria proved hard to apply in a general case: some well-known moun-
tains or cities are low or have few inhabitants. We finally decided to
treat GeoNames as complementary to Wikipedia as far as the selec-
tion criteria are concerned. Namely, Wikipedia entries were sorted by
their frequency value based on the popularity of the corresponding ar-
ticles in Wikipedia, as discussed in Section 3.3. Conversely, GeoNames
was used as a source of systematic lists of names belonging to some
major categories. Thus far, the following GeoNames categories have
been selected: (i) all countries and their capitals, (ii) all first-order
(wojewddztwo) and second-order (gmina) administrative division units
in Poland and their chief towns, (iii) all first-order administrative di-
vision units in other European countries and their chief towns. Other
GeoNames entries were extracted only if they referred to entities lo-
cated in Poland. The total number of entries selected from GeoNames
according to these criteria was equal to 42,376.

3.2 Ontology mapping

Merging different ontologies into a common structure is a well-known
problem, as discussed in Section 6. In most approaches, the aim is to
propose a unified framework in which one ontology is mapped onto
another and the granularity of both can be fully conserved.

5 http://download.geonames.org/export/dump/allCountries.zip
6 http://download.geonames.org/export/dump/PL.zip
7 http://download.geonames.org/export/dump/alternateNames.zip
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In our work, the aim of ontology mapping is different. We aim at
creating a named entity resource, whose typology size is balanced with
respect to NLP tasks such as named entity recognition (NER), machine
translation, etc. This requires usually several dozens of types at most.
Thus, we wish to map the types of our source ontologies (Wikipedia
and GeoNames) on types and relations of Prolexbase so that only the
typology of the latter resource is conserved. This mapping has been
manually performed, as described in this section.

3.2.1 Mapping Wikipedia onto Prolexbase ontology

All Polish Wikipedia classes (340 infobox classes or 676 person-related
categories, cf. Section 3.1.1) proved appropriate for a rather straight-
forward mapping onto Prolexbase types and existence values (histor-
ical, fictitious or religious). For instance, the Wikipedia infobox class
Postac telenowela (‘Soap opera character’) could be mapped on Pro-
lexbase type Celebrity and fictitious existence.

Moreover, numerous Wikipedia classes were specific enough to
allow a global assignment of other relations as well. A (language-
independent) meronymy relation with a toponym was the most fre-
quent one. For example, the Wikipedia category Wiadcy Blois (‘Counts
of Blois’) was mapped on Prolexbase type Celebrity, historical existence,
and accessibility relation with Blois with the leader subject file.

The mapping and the selection of related pivots was done manu-
ally. As a result, each Wikipedia entry was automatically assigned the
Prolexbase type, existence, meronymy and/or accessibility on which
its Wikipedia class was mapped. Rare erroneous assignments that
might result for individual entries from this global mapping were to
be fixed in the human validation stage.

3.2.2 Mapping GeoNames onto Prolexbase ontology

A mapping was also necessary between GeoNames and Prolexbase
typologies. In most cases global assignment of GeoNames main cate-
gories to Prolexbase types was sufficient. However, several GeoNames
subcategories refer to different Prolexbase types than their parent
main categories, e.g. the subcategory S.CAVE (cave, caves) corre-
sponds to the Prolexbase type geonym although its parent category S
(spot, building, farm) is mapped on type building.
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3.3 Frequency code estimation

As mentioned in the Section 2.1, every language-specific entry (pro-
lexeme) in Prolexbase obtains one of three frequency labels which de-
scribes how popular the given prolexeme is:

1. commonly used,
2. infrequently used,
3. rarely used.

Since Wikipedia does not indicate any similar measure for its
articles we based our estimation on monthly statistics of Wikipedia
hits® from January 1st, 2010 to December 31st, 2010. We split Wiki-
pedia entries into 4 subclasses: cities (that made about a half of all
entries that we had collected), people (celebrities — approx. 25% of all
entries), works and other entries. Hit count thresholds of frequency
groups were rather arbitrarily® set for every subclass separately:

« for celebrity and work subclasses: 10% of entries with the highest
number of visits received code 1 (commonly used), next 30% got
code 2 (infrequently used) and the rest was assigned code 3 (rarely
used),

« for city and other subclasses: the first 4% received code 1, next
16% — code 2, and the rest — code 3.

Note that these values are defined for prolexemes rather than pivots,
e.g. a person may be very well known in Poland, thus it has frequency
code 1 in Polish, while it gets code 2 or 3 in French or English.

The definition of frequency values for GeoNames followed the as-
sumption that it was a secondary resource. Thus, each name appear-
ing also in Wikipedia kept the Wikipedia hit-based frequency code. All
other names of countries, European and Polish administrative division
units, as well as capitals of these entities, were assigned code 1, since
we wished to include these major classes on a systematic basis. The

8 Available via the http://stats.grok.se/ service

2 A group of 3 French and Polish native experts examined the list of entries
ordered according to the decreasing value of Wikipedia hits. The frequency code
was supposed to be 1 as long as at least 2 entries known by at least one of the ex-
perts appeared in consecutive windows of about 30-entries. The threshold choice
between code 2 and 3 was arbitrary.
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remaining names were arbitrarily distributed over the 3 codes - see
(Savary et al. 2013) for details.

3.4 Pivot selection

Data extracted from Wikipedia represent concepts and relations which
may already be present in Prolexbase. Thus, the main challenge
is to preserve the uniqueness of concepts, i.e. to select the proper
(language-independent) pivot if the current concept is already present
in Prolexbase, and to create a new pivot otherwise. Working on three
languages simultaneously greatly increases the reliability of this pro-
cess. Recall that Prolexbase originally contained mostly French data. If
new Polish or English data were to be examined separately, few hints
would be available as to the pre-existence of adequate pivots. For in-
stance, if Prolexbase already contains the prolexeme Aix-la-Chapelle
with pivot 45579, it is hard to guess that the incoming Polish prolex-
eme Akwizgran should be attached to the same pivot. If, however, all
three equivalents — Aachen (EN), Aix-la-Chapelle (FR) and Akwizgran
(PL) are extracted from Wikipedia then their matching with pivot
45579 is straightforward.

While selecting the most probable pivot, ProlexFeeder assumes
that: (i) the current content of Prolexbase has the validated status, (ii)
data added automatically have the non-validated status, (iii) while
validating an entry we rely only on the already validated data. Due to
homonymy and variation, comparing the Wikipedia entry with a pro-
lexeme is not enough. At least three other sources of evidence may be
exploited. Firstly, some homonyms can be distinguished by their type,
e.g. the Wikipedia entry Aleksander Newski as a work (film) should
not be mapped on the pivot of type celebrity. Secondly, a Wikipedia
entry may be equal to an alias rather than a prolexeme of an existing
pivot. For instance, the main entry in Example (1) (‘Great Britain’),
is shorter than its alias (‘United Kingdom of Great Britain and North-
ern Ireland’) in Wikipedia, conversely to Prolexbase, where the most
complete name is usually chosen as the prolexeme. Thirdly, a common
URL is a strong evidence of concept similarity.

Consider Table 1 showing a sample set of Wikipedia data result-
ing (except the pivot attribute) from the preprocessing described in
the preceding sections. Figure 3 sketches the algorithm of pivot se-
lection for a new data set e. Its aim is to find each pivot p existing
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Alféil:ftehi Function getPivotCandidates(e) return pivotList
for selecting Input e: structure as in Table 1 //incoming entry
candidate pivots Output pivotList: ordered list of (p,d) with p,d € N //proposed pivots
for a new and their distances from e
incoming 1. begin
entry. 2. for each ! € {PL,EN,FR} do
3. pivots.l < () //empty list
4. for each J2S allPivots do //for each existing pivot
5. for each [ € {PL,EN,FR} do //for each language
6. if distance(e, p,1) < 10 then
7. insertSorted(p,pivots.l) //insert the new pivot in the sorted
candidates list
//merge three sorted candidate lists into one
8. pivotList < mergeSorted(pivots.PL, pivots.EN, pivots.FR)
9. if pivotList = () then //no similar pivot found
10. pivotList — ((getNewPivot(),0)) //create a new pivot
11. return pivotList
12. end

Function distance(e, p, 1) return d
Input e: structure as in Figure 1 //incoming entry
p: pivot
l € {PL,EN,FR} //language
Output d € {0,1,2,3,10} //distance between e and p
13. begin
14. d=10
15. if e.l.lex = p.l.lex then d < 0 //same lexeme
16. elseif e.l.lexe p.l.aliases then d < 1 //lexeme same as an alias
17. elseif e.l.url = p.l.url then d < 2 //matching Wiki URL
18. if d <1 and e.l.url # p.l.url and e.type # p.type then d «— 3
19. returnd
20. end
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in Prolexbase such that, for each language [ (PL, EN or FR), the data
linked with p (if any) are similar to e. The similarity between e and p
grows with the decreasing value of the distance function, which com-
pares the lexemes, aliases, URLs and types of e and p in the given
language. We assume that e is likely to be similar to p in any of the
following cases: (i) e and p share the same lexeme in a particular lan-
guage (line 15), (ii) e is an alias of p (line 16), (iii) e and p share the
same URL (line 17). In the last case, a bi-directional matching of lex-
emes and aliases between Wikipedia and Prolexbase is not always a
good strategy. For instance, the redirects in Example (2) are former
names (‘Napoleon Square’, ‘Warka Square’) of a square (‘Warsaw Up-
rising Square in Warsaw’). Recall that in Prolexbase such variants are
not considered as aliases but refer to different pivots (linked by the
diachronic synonymy relation). Finally, we give a penalty if e shares
the lexeme with the existing pivot p but either their URL or their type
differ (line 18).

The distance function is used to compare an incoming Wikipedia
entry e with each pivot existing in Prolexbase (lines 4-6). For each of
the three languages we get a sorted list of pivots which are similar to e
(line 7). The three resulting lists are then merged (line 8) by taking two

Table 1: Sample preprocessed Wikipedia data. The attributes represent: Wi-
kipedia lexemes (PL.lex, EN.lex, FR.lex), number of Wikipedia hits in 2010
(PL.hits, EN.hits, FR.hits), frequency (PL.freq, EN.freq, FR.freq), Wikipedia page
URL (PL.url, EN.url, FR.url), Wikipedia redirects proposed as aliases (PL.aliases,
EN.aliases, FR.aliases), predicted Polish inflected forms (PL.infl), predicted Pro-
lexbase type, meronymy-related pivot (meroPivot), existence and pivot.

Attribute Value Attribute  Value Attribute Value
PL.lex Rzym EN.lex Rome FR.lex Rome
PL.hits 315,996 EN.hits 3,160,315 FR.hits 450,547
PL.freq 1 EN.freq 1 FR.freq 1
PL.url pl.wikipedia.org/ EN.url en.wikipedia.org/ FR.url fr.wikipedia.org/
’ wiki/Rzym ’ wiki/Rome ’ wiki/Rome
Capital of Italy, ,
ille Eternell
PL.aliases =~ Wieczne miasto EN.aliases  Castel Fusano, FR.aliases ville J ernete,
s Ville éternelle
Citta Eterna, ...
PL. infl Rzymu:sg:gen:m3, type city existence  historical
' Rzym:sg:acc:m3, ... | meroPivot none pivot 42787
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factors into account: (i) the rank of a pivot in each of the three lists,
(ii) its membership in the intersections of these lists. If no similar pivot
was found in any language then a new pivot is proposed (line 9-10).

The actual implementation of this algorithm does not scan all ex-
isting pivots for each incoming entry e. The entry is directly compared,
instead, to the existing lexemes and aliases in the given language,
which is optimal if data are indexed. For instance, if we admit that the
database engine running Prolexbase implements indexes on B-trees,
and that [, p and a denote the worst-case length of a candidate pivot
list, the number of the existing prolexemes and of the existing aliases,
respectively, the complexity of our algorithm is of O(logp +1loga + 1).
In practice, p was up to four times higher than a, and [ was no higher
than 10. The candidate pivot searching algorithm proved not to be a
bottleneck of our procedure. On average, it takes less than a second
to pre-process (off-line) a single Wikipedia entry.

The pivots returned by the algorithm in Figure 3 are proposed
to a human validator as possible insertion points for new Wikipedia
data, as discussed in Section 4. When the correct pivot has been se-
lected by the lexicographer, ProlexFeeder considers different strate-
gies of merging the new incoming data with the data attached to this
selected pivot. For instance, an incoming lexeme may take place of
a missing prolexeme or it can become an alias of an existing prolex-
eme. The values of frequency, URL, aliases, inflected forms, existence,
holonym/meronym, and type predicted for the incoming entry (cf. Ta-
ble 1) may be either complementary or inconsistent with those of the
selected pivot. In the latter case, the Prolexbase data are considered
as more reliable but the user is notified about the conflict.

As far as the insertion of a GeoNames entry is concerned, the en-
try is first straightforwardly matched with the extracted Polish Wiki-
pedia entries. If an identical entry is found then its attributes become
those of the GeoNames entry (except, possibly, the frequency code,
cf. Section 3.3). Otherwise it is considered that the GeoNames entry
has no corresponding Wikipedia entry and thus many attributes of
its structure shown in Figure 1 become empty. Note that this match-
ing process is less reliable than matching Wikipedia entries with Pro-
lexbase. This is because a significant amount of GeoNames entities do
not have translations to other languages, e.g. Zala, a Hungarian first-
order administrative division unit, is represented in GeoNames with
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its Hungarian name only. Although there exist articles describing the
same concept in Polish and English Wikipedia (Komitat Zala and Zala
County, respectively) they could not be mapped on Zala alone. As a
result, both the Wikipedia and the GeoNames entries were suggested
as new Prolexbase entries with two different pivots. This problem oc-
curred most often for regions (European administrative division units)
extracted from GeoNames, many of which were cited in the holonym
country’s language only. During the human validation, proper Pol-
ish, English and French equivalents were to be found manually for
such names, which made the whole procedure highly time-consuming.
Therefore, those region names that were hard to identify manually
were left for a further stage of the project.

4 HUMAN VALIDATION

The aim of Prolexbase is to offer high-quality lexico-semantic data
that have been manually validated. Thus, the results of the automatic
data integration presented in Section 3 do not enter Prolexbase di-
rectly but are fed to a graphical user interface offered by ProlexFeeder.
There, the lexicographer first views new entries proposed by the au-
tomatic selection and integration process then validates, completes
and/or deletes them. She can also browse the current content of Pro-
lexbase in order to search for possible skipped or mismatched pivots
and prolexemes.

Most often, the incoming entries are new to Prolexbase but some-
times they match existing pivots which can be detected by the pivot
selection procedure (cf. Section 3.4). In this case, the data coming
from external sources complete those already present. Prolexemes in
the three languages are proposed together with their Wikipedia URLs
(which are usually new to Prolexbase). Some aliases, like Wieczne Mia-
sto (Eternal City’) in Table 1, can be transformed into new pivots.
Missing relations as well as derivations can be added manually, and
the proposed inflected forms of the Polish prolexeme can be corrected
or validated.
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5 EVALUATION

In order to estimate both the quality of the data integration process
and the usability of the human validation interface, samples of Wikipe-
dia entries of three different types were selected: celebrity, work and
city, containing 500 entries each. A lexicographer was to process these
samples type by type in the GUI, collect the statistics about wrongly
proposed pivots and count the time spent on each sample. Table 2
shows the results of this experiment. A true positive is a pivot that
has existed in Prolexbase and is correctly suggested for an incoming
entry. A true negative happens when there is no pivot in Prolexbase
corresponding to the incoming entry and the creation of a new pivot
is correctly suggested. A false positive is an existing pivot that does
not correspond to the incoming entry but is suggested. Finally, a false
negative is an existing pivot which corresponds to the entry but which
fails to be suggested (i.e. the creation of a new pivot is suggested in-
stead). Type city has the largest number of true positives since initially
Prolexbase contained many French toponyms, some celebrity names
and only very few names of works. The true negatives correspond to
the newly added concepts. The false positives are infrequent and their
detection is easy since the lexicographer directly views the details of
the wrongly proposed pivot. False negatives are the most harmful since
detecting them requires a manual browsing of Prolexbase in search of
prolexemes similar to the current entry. Fortunately, these cases cover
only 1.3% of all entries.

type M ies posit, negat, posit, negas, Accuracy Workload
Celebrity 500 87 400 1 12 97.4%  21h30
Work 500 9 472 16 3 96.2%  17h30
City 500 226 264 6 4 98% 16h
All 1500 322 1136 23 19 97.2% 55h

Wrongly selected pivots result mainly from the strict matching
algorithm between an incoming lexeme and existing prolexemes and
aliases (cf. Figure 3, lines 15-16). For instance, the Polish Wikipe-
dia entry Johann Sebastian Bach did not match the Polish prolexeme
Jan Sebastian Bach, while The Rolling Stones appeared in Prolexbase as
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Rolling Stones with a collocation link to The. Some true homonyms also
appeared, e.g. the pivot proposed for Muhammad Ali as a boxer repre-
sented in fact the pasha of Egypt carrying the same name. The evidence
of different French equivalents (Muhammad Ali and Méhémet-Ali) was
not strong enough to allow for the selection of different pivots. Simi-
larly, Leszno in the Wielkopolska Province was mistaken for Leszno in
Mazovia Province.

On average, the processing of an incoming entry takes about 2
minutes. Most of this time is taken by completing and/or correcting
the inflected forms of Polish prolexemes (usually 7 forms for each
name). Inflecting celebrity names proves the most labour-intensive
since Translatica’s automatic inflection tool (cf. Section 2.4) makes
some errors concerning person names: (i) their gender is wrongly
guessed, (ii) the inflection of their components is unknown (thus we
get e.g. *Maryla Rodowicza instead of Maryli Rodowicz). Moreover the
inflection of foreign family names is a challenge for Polish speakers.

The morphological description of works is easier since they often
contain common words (Skrzynia umarlaka ‘Dead Man’s Chest’) or they
do not inflect at all (Na Wspdlnej ‘On the Wspolna Street’). The main
challenge here is to determine the proper gender. For instance Mistrz i
Matgorzata ‘The Master and Margarita’ may be used in feminine (while
referring to the classifying context ksigzka ‘the book’), in masculine
(the gender of Mistrz ‘Master’), or even in masculine plural (to account
for the coordination dominated by the masculine noun).

Inflecting city names proved relatively easy — most of them con-
tained one word only and their morphology was rather obvious. No-
table exceptions were again foreign names for which the application
of a Polish inflection paradigm may be controversial (e.g. w okolicach
Viborga/Viborg ‘in the vicinity of Viborg’). Surprisingly enough, the
major difficulty for this type came from the fact that almost 50% of
the cities already had their pivot in Prolexbase. Since several settle-
ments with the same name frequently occur checking all necessary
relations in order to validate the suggested pivot could be non-trivial.

Other problems concerned types and relations. Wrong types were
systematically proposed for some groups of Wikipedia entries due to
particularities of Wikipedia categories and infobox types. For instance,
the names of music bands (Genesis) are classified in Wikipedia jointly
with individual celebrities, thus changing their Prolexbase type to En-
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semble had to be done manually. In samples of type city only one type
error appeared (Trdjmiasto ‘Tricity’ had to be reclassified as a region),
and all works had their type correctly set.

Missing relations are due to the fact that they are not directly
deducible from the Wikipedia metadata that were taken into account
until now. Thus, the following relations had to be established manu-
ally: (i) accessibility between ensembles and their members (Wilki and
Robert Gawliriski) or between works and their authors (Tosca and Gi-
acomo Puccini), (ii) meronymy between celebrities or works and their
birth or edition countries (Kinga Rusin and Poland, the Wprost maga-
zine and Poland), (iii) meronymy between cities and countries or re-
gions (if several settlements sharing the same name are situated in the
same country the meronymy is established with respect to smaller ter-
ritories allowing for semantic disambiguation). Recall also that deriva-
tives had to be established fully manually.

Prolexbase has already been successfully used for named entity
recognition and categorization in French with an extended NE typol-
ogy (Maurel et al. 2011). However, since Prolexbase models both se-
mantic and morphological relations among proper names, we expect
the benefit from this resource to be most visible in NLP applications
dedicated to morphologically rich languages. The first estimation of
this benefit has been performed for Nerf!?, a named entity recogni-
tion tool based on linear-chain conditional random fields. Nerf recog-
nizes tree-like NE structures, i.e., containing recursively nested NEs.
We used the named entity level of the manually annotated 1-million
word National Corpus of Polish, NKJP (Przepiérkowski et al., 2012)
divided into 10 parts of a roughly equal number of sentences. In each
fold of the 10-fold cross validation Nerf was trained once with no ex-
ternal resources (setting A), and once with the list of Polish Prolexbase
instances and their types (setting B). Each setting admitted 20 training
iterations. We considered an NE as correctly recognized by Nerf if its
span and type matched the reference corpus. In setting A the model
obtained the mean F; measure of 0.76819 (with mean P = 0.79325
and R = 0.74477), while in setting B the mean F; measure was equal
to 0.77409 (with mean P = 0.79890 and R = 0.75092). The paired
Student’s t-test yielded the p-value equal to 0.0001145 which indi-

Ohttp://zil.ipipan.waw.pl/Nerf
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cates that the results are statistically significant with respect to the
the commonly used significance levels (0.05 or 0.01).

It should be noted that the majority of names appearing in the
NKJP corpus correspond to person names, while Prolexbase contains a
relatively small number of such names. Conversely, settlement names
(cities, towns, villages, etc.) constitute a relatively high percentage
of Prolexbase entries. In this subcategory the enhancement of Nerf’s
scores is the most significant — the mean F-measure increased by
0.03894 (from F; = 0.79202 to F; = 0.83096) and the Student’s t-test
p-value was equal to 8.011e—08.

These results are encouraging, especially given the fact that Nerf’s
initial performances were rather good due to the big size and the high
quality of the training corpus (NKJP), which had been annotated man-
ually by two annotators in parallel, and then adjudicated by a third
one.

6 RELATED WORK

Before ProlexFeeder was created, Prolexbase population had been per-
formed mostly manually (Tran et al. 2005). Uniqueness of pivots was
supported by a rather straightforward method based on a prolexeme
match alone. Lists of entries and attributes were crafted in spreadsheet
files which were then automatically inserted to Prolexbase provided
that pivot identifiers appeared in them explicitly. Data were manu-
ally looked up in traditional dictionaries, lists and Internet sources.
Inflected forms were generated via external tools. The complexity of
the model hardly allowed the users to work in this way on more than
one language or more than one type at a time. As a result, Prolexbase
contained initially mainly French data. ProlexFeeder largely facilitates
the lexicographer’s work in that most data are automatically fetched,
pivot uniqueness relies on more elaborate multilingual checks, entry
validation is supported by automatic Prolexbase lookup, and inflected
forms are automatically generated.

Prolexbase can be compared to EuroWordNet (EWN) (Vossen
1998) and to the Universal Wordnet (UWN) (Melo and Weikum 2009),
although both of them are general-purpose wordnets with no par-
ticular interest in named entities. All three resources distinguish
a language-independent and a language-specific layer. Language-
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independent entities, i.e. Interlingual Index Records (ILIRs) in EWN
and pivots in Prolexbase, provide translation of lexemes in language-
specific layers (but ILIRs unlike pivots form an unstructured list of
meanings). UWN, conversely, provides direct translation links be-
tween terms in different languages. The main specificity of Prolexbase
w.r.t. EWN and UWN is that proper names are concepts in Prolexbase
while they are instances in EWN and UWN. Thus, adding a new proper
name to Prolexbase implies enlarging its conceptual hierarchy, which
does not seem possible e.g. with automatic UWN population algo-
rithms.

Prolexbase population from Wikipedia and GeoNames can be seen
as an instance of the ontology learning problem. According to the tax-
onomy proposed by Petasis et al. (2011), we simultaneously perform
ontology enrichment (placing new conceptual proper names and rela-
tions at the correct positions in an existing ontology) and ontology
population (adding new instances of existing concepts). The former is
based on integrating existing ontologies (as opposed to constructing an
ontology from scratch and specializing a generic ontology). The latter
is atypical since we use instances of existing ontologies and inflection
tools, rather than extraction from text corpora.

Ontology integration corresponds roughly to what Shvaiko and
Euzenat (2013) call ontology matching. Our position with respect to the
state of the art in this domain is twofold. Firstly, we perform a mapping
of Wikipedia classes and GeoNames categories on Prolexbase types (cf.
Section 3.2). This fully manual mapping produces subsumption rela-
tions and results in a particular type of an n:1 alignment. Namely, a
Wikipedia infobox class is mapped on one Prolexbase type and on a
set of relations (cf. Section 3.2.1). Note also that instance-based ontol-
ogy matching approaches, mentioned in the same survey, can be seen
as opposed to ours. They use instances attached to concepts as evi-
dence of concept equivalence, while we, conversely, rely on the types
of proper names (i.e. concepts) from Wikipedia or GeoNames in order
to find the equivalent names (i.e. instances), if any, in Prolexbase.

Secondly, we map names from Wikipedia and GeoNames on con-
ceptual proper names (pivots) in Prolexbase (cf. Section 3.4). This
mapping is inherently multilingual and subsumption-based. It outputs
1:n alignments, due to e.g. diachronic synonymy as in Example (2). It
is supported by a full-fledged matching validation interface and leads
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to ontology merging (as opposed to question answering). It uses string
equality on the terminological level, is-a similarity on the structural
level, object similarity on the extensional level and does not apply any
method on the semantic level.

This comparison with ontology matching state of the art is not
quite straightforward since no conceptualization of proper names
takes place in Wikipedia and GeoNames (but also in other common on-
tologies, like WordNet). Thus, mapping multilingual sets of instances
(names) from Wikipedia and GeoNames on Prolexbase pivots cor-
responds to an instance-to-concept rather than a concept-to-concept
matching. This is why our method can more easily be situated with
respect to the problem of the creation and enrichment of lexical and
semantic resources, in particular for proper names, and their align-
ment with free encyclopaedia and thesauri. This problem has a rather
rich bibliography most of which was initially dedicated to English
and is more recently being applied to other languages. Several ap-
proaches are based on aligning WordNet with Wikipedia: (Toral et al.
2008), (Toral et al. 2012), (Fernando and Stevenson 2012), (Nguyen
and Cao 2010), YAGO (Suchanek et al. 2007) and YAGO2 (Hoffart
et al. 2011). Others build new semantic layers over Wikipedia alone:
Freebase (Bollacker et al. 2007), MENTA (Melo and Weikum 2010),
DBpedia'! (Bizer et al. 2009; Mendes et al. 2012). DBpedia is the only
resource to explicitly provide support for natural language process-
ing tasks (data sets of variants, thematic contexts, and grammatical
gender data).

Table 3 shows a contrastive study of these methods!2. As can be
seen, we offer one of the approaches which explicitly focus on mod-
elling proper names instead of all nominal or other entities and con-
cepts. Like YAGO and Freebase authors, but unlike others, we use mul-
tiple knowledge sources, and like three other approaches we consider
several languages simultaneously rather than English alone. We share
with DBpedia the idea of a manual typology mapping from Wikipedia
infobox templates to ontology types, but we extend the relative (with
respect to categories) reliability of infobox assignment by including ar-
ticles from categories automatically judged as reliable. Like Universal

1 http://dbpedia.org
12 A more complete survey can be found in (Savary et al. 2013).
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Wordnet but unlike others we order input entries by popularity (es-
timated via Wikipedia hits, while the UWN uses corpus frequencies).
Like Freebase!® but unlike others we manually validate all prepro-
cessed data.

Most important, we aim at a limited size but high quality, man-
ually validated resource explicitly dedicated to natural language pro-
cessing and focused on proper names. Thus, we are the only ones to:

+ consider proper names as concepts of our ontology, which results
in non-standard instance-to-concept matching,

+ describe the full inflection paradigms for the retrieved names (no-
tably for Polish being a highly inflected language),

« associate names not only with their variants but with derivations
as well.

We also inherit Prolexbase’s novel idea of synonymy in which a (di-
achronic, diaphasic or diastratic) change in the point of view on an
entity yields a different although synonymous entity (note that e.g. in
WordNet synonyms belong to the same synset and thus refer to the
same entity). This fact enables a higher quality of proper name trans-
lation in that a synonym of a certain type is straightforwardly linked
to its equivalent of the same type in another language. Last but not
least, ProlexFeeder seems to be the only approach in which the prob-
lem of a proper integration of previously existing and newly extracted
data (notably by avoiding duplicates) is explicitly addressed. Thus,
we truly propose an enrichment of a pre-existing proper name model
rather than its extraction from scratch.

Wikipedia is one of the main sources of data for ontology cre-
ation and enrichment in the methods discussed above. An opposed
point of view is represented within the Text Analysis Conference'*
(TAC) by the Knowledge Base Population'®> (KBP) task. In particular,
its 2011 mono-lingual (English) and cross-lingual (Chinese-English 1¢)

13 We have not found any information about the proportion of truly manually
validated Freebase data (as opposed to the initial seeding data, whose validation
method is unclear).

14 http://www.nist.gov/tac/about/index.html

15 http://www.nist.gov/tac/2013/KBP/index.html

1611 2012 the set of languages has been extended with Spanish. Proceedings
and results from this edition are not yet available.
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Entity Linking track is partly relevant to our work. In this track, the
initial knowledge base (KB) consists of over 800,000 entities from En-
glish Wikipedia annotated with 4 types. Given a named entity and a
source text in which it appears, the task is to provide the identifier of
the same entity in the KB. All non-KB (NIL) entities have to be clus-
tered in order to allow for the KB population. This task is similar to
the pivot selection process in ProlexFeeder except that the typology is
very light, the source languages are not concerned with high morpho-
logical variability in texts and entity mapping evidence is found in a
corpus rather than in an existing, already structured, ontology. Sam-
ple TAC KBP results of the 2011 cross-language entity linking eval-
uation spread from 0.386 to 0.809 in terms of the B-cubed F-score.
Another TAC KBP track is Slot Filling. Given an entity name (person
or organization), its type, a document in which it appears, its identi-
fier in the KB, and a certain number of slots, the task is to fill these
slots with data extracted from the document. This partly resembles the
process of populating relations in ProlexFeeder. However, unlike rela-
tions in Prolexbase, the KBP track slots are flat labels or values rather
than virtual relations to other existing KB nodes. We are aware of no
experiments with an application of TAC-KBP-population methods to
creating an actual mono- or multi-lingual lexical-semantic resource.

The above state of the art mentions only some major initiatives
in creation and enrichment of lexical and semantic resources. Many
other efforts have been made towards the construction of particular
application- or language-oriented proper name thesauri and their ex-
haustive study is out of the scope of our paper. JRC-NAMES (Stein-
berger et al. 2011) is a notable example in which a lightly structured
thesaurus of several hundred thousand named entities, mainly per-
son names, is being continuously developed for 20 languages. New
names and their variants are extracted by a rule-based named-entity
recognizer from 100,000 news articles per day and partly manually
validated.

7 CONCLUSIONS

We have described resources, methods and tools used for an auto-
mated enrichment of Prolexbase, a fine-grained high-quality multi-
lingual lexical semantic resource of proper names. Three languages,
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Polish, English and French, were studied. The initial data contained
mainly French names. New data were extracted mainly from Wikipe-
dia and partly from GeoNames, and their integration with Prolexbase
was based on a manual mapping of the three corresponding typolo-
gies. Attention was paid to establishing the degree of popularity of
names, represented by their automatically pre-calculated frequency
value, based in particular on Wikipedia hits of the corresponding en-
tries. The morphological description of Polish names was supported
by automatic inflection tools. The results of these preprocessing tasks
were fed to ProlexFeeder, which contains two main modules: the pivot
mapping, which automatically finds the proper insertion point for a
new entry, and the graphical lexicographer’s interface, which enables
a manual correction and validation of data.

Two main challenges in this automated data integration process
are: (i) preserving the uniqueness of concepts, which are represented
in Prolexbase by pivots, i.e. pairs of objects and points of view on
these objects, (ii) offering a user-friendly and efficient lexicographer’s
workbench. Our experimental study has shown that over 97% of piv-
ots proposed automatically by ProlexFeeder for the new incoming data
are correctly identified. The lexicographer needs about 2 minutes to
process an entry in the validation interface. The most challenging sub-
task is the Polish inflection of foreign names.

Table 4 shows the state of Prolexbase at the end of March 2013.
The dominating role of toponyms is due to the initial contents of Pro-
lexbase, which essentially focused on French geographical names. The
most numerous types are city (48,340 pivots), celebrity (7,979 piv-
ots), hydronym (4,580 pivots) and region (4,190 pivots), the num-
ber of pivots of the remaining types is between 1 and 1,374. Recall
that one of original aspects of Prolexbase is the synonymy relation
between pivots referring to the same object from different points of
view. Currently, 3.35% of all pivots, mainly celebrities and countries,
are in synonymy relation to other pivots. Moreover, about 89% and
8% of pivots are concerned with meronymy and accessibility relations,
respectively. With respect to the initial contents of Prolexbase, Pro-
lexFeeder allowed us to add about 18,000 new pivots and 19,000 re-
lations, as well as 23,000 Polish, 19,000 English and 15,000 French
prolexemes. These new data required a manual workload of about 4
person-months.
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Pivots
All Toponyms Anthroponyms Ergonyms Pragmonyms
73,405 81.3% 16.8% 1.4% 0.4%
Relations
All Meronymy  Accessibility = Synonymy
72,672 92.9% 5.3% 1.8%
Pivots in Pivots in Pivots in

synonymy relation

meronymy relation

acessibility relation

All 2,457 (3%) 65,768  (90%) 6,312 (9%)
Most celebrity 1,325 (17%)|city 48,110 (100%)|city 2,214 (5%)
frequent|country 390 (45%)|celebrity 7,053 (88%)|region 1,696 (40%)
types city 157 (0.3%)|region 4,052 (97%)|celebrity 1,129 (14%)
Language Prolexemes Aliases Derivatives Instances
PL 27,408 8,724 3,083 166,479
EN 19,492 14,039 94 18,575
FR 70,869 8,488 20,919 142,506

The Prolexbase data are referenced in the META-SHARE infras-
tructure'” and available'® under the CC BY-SA license'?, i.e. the same
as for Wikipedia and GeoNames. We are currently working on their
LMF exchange format according to Bouchou and Maurel (2008).

8

PERSPECTIVES

Prolexbase is an open-ended project. Many perspectives exist for Pro-
lexbase itself, for the ProlexFeeder functionalities, and for future ap-
plications exploiting the rich Prolexbase model.

17 http://www.meta-net.eu/meta-share
18 Downloadable from http://zil.ipipan.waw.pl/Prolexbase
19 http://creativecommons.org/licenses/by-sa/3.0/
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8.1 Data and model evolutions

Currently we have almost finished the processing of the names es-
timated as commonly used. This estimation was based on Wikipe-
dia frequency data for 2010, and on GeoNames classification. Since
both the contents of these two resources and the popularity of some
names evolve, the Prolexbase frequency values deserve updates, pos-
sibly based on larger time intervals. Moreover, now, that the mor-
phosyntactic variability of many names (in particular in Polish) has
been described via instances, additional evidence of a name’s popu-
larity might stem from its corpus frequency, provided that some word
sense disambiguation techniques are available.

Note also that only a part of the relations modelled in Prolexbase
has been actually dealt with in ProlexFeeder. The remaining linguistic-
level relations, notably classifying contexts, are still to be described.
Pragmonyms and ergonyms are under-represented and should be com-
pleted. Instances are awaiting an intentional description, possibly en-
compassing both inflection and word formation (creating aliases and
derivatives from prolexemes) within the same framework. It should, in
an ideal case, be integrated with open state-of-the-art Polish inflection
resources such as PoliMorf 2°.

In order to ensure an even better pivot selection process, match-
ing prolexemes and aliases could be enhanced by approximate string
matching and other methods used in related work. Moreover the pre-
processing methods might extend the scope of the automatically pre-
dicted relations by integrating approaches which exploit the inter-
nal structure of infoboxes and mine free text contained in Wikipedia
pages.

We also plan to develop a more powerful Prolexbase browser
within the ProlexFeeder’s user interface. Multi-criteria search, as well
as efficient visualisation and navigation facilities would greatly en-
hance the usability of the tool.

New development is also planned for the Prolexbase model itself.
Firstly, a better representation of metonymy is needed. Recall (Sec-
tion 2.1) that systematic metonymy (e.g. the fact that any city can be
seen as a toponym, and anthroponym or a pragmonym) is currently
expressed at the conceptual level by the secondary typology. How-

20nttp://zil.ipipan.waw.pl/PoliMorf
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ever, some types are concerned with metonymy on a large but not
systematic basis. For instance many names of buildings can refer to
institutions they contain (Muzeum Narodowe ‘The National Museum’)
but it is not always the case since a building can contain several insti-
tutions (Patac Kultury ‘The Palace of Culture’).

Important challenges also concern the representation of the in-
ternal structure of multi-word proper names, seen as particular cases
of multi-word expressions (MWEs). Recent development in applica-
tions such as coreference resolution, corpus annotation and parsing
show that enhancement in lexicon/grammar interface is needed with
respect to MWESs. For instance, the multi-level annotated National
Corpus of Polish represents both named entities and syntactic groups
as trees (Przepiérkowski et al. 2012). Human or automatic annota-
tion of such a corpus can greatly benefit from a rich linguistic re-
source of proper names such as Prolexbase. However, multi-word
names contained in such as resource should possibly already be de-
scribed as trees that could be reproduced over the relevant occurrences
in the corpus. At least two kinds of trees are needed: (i) syntactic
parse trees, (ii) semantic trees whose nodes are names embedded in
the given name (e.g. [[Wydzial Teologii],gnem. [Instytutu Katolickie-
80 w [Paryzuleiement] orghamelorgname ‘[[Faculty of Theologyl,ename Of
the [Catholic Institute in [Paris]euementlorgNamelorgname )- AN efficient
representation of such trees within Prolexbase is one of our major
perspectives.

Finally, linking Prolexbase to other knowledge bases such as DB-
pedia or YAGO would combine the Semantic Web modelling benefits
with advanced natural-language processing-oriented features and al-
low interlinking Prolexbase with many other data sets.

8.2 Future Applications

Named entity recognition tools such as Nerf (cf. Section 5) do not yet
manage to fully exploit the richness of an advanced annotation schema
like that of the National Corpus of Polish. In particular they currently
fail to provide lemmas for the recognized NEs and derivational bases
(Wielka Brytania ’Great Britain’) for the relational adjectives (angiel-
ski ’English’) and inhabitant names (Anglik "Englishman’). Prolexbase
relations will allow NER tools to bridge this gap, by offering explicit
links between different inflectional and derivational variants of proper
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names and their base prolexemes. They may also serve as a training
material for establishing lemmas and derivational bases for less pop-
ular proper names.

Other possible applications of Prolexbase are to be seen in es-
tablishing relations between named entities in corpora. Note that the
synonymy between pivots, as well as all lexical relations among pro-
lexemes and instances, allow us to straightforwardly link variants of a
proper name, thus providing a reliable resource for coreference resolu-
tion. Furthermore, the meronymy and accessibility relations constitute
a means of finding and labeling bridging (associative) anaphora.

Prolexbase is now also a good candidate to experiment with an
advanced version of the Entity Linking process (cf. Section 6). Instead
of linking NEs occurrences to Wikipedia entries we might map them
on Prolexbase, which offers a pure taxonomy and an elaborate set of
manually validated relations. Thus, we would obtain a high quality
Word Sense Disambiguation (Fernando and Stevenson 2012) resource
for “kernel” NEs.

The most elaborate use of the fine-grained Prolexbase model is
expected in the domain of machine translation of proper names (Gra-
liriski et al. 2009). The original idea of a conceptual proper name being
a pair of a referred object and a point of view on this object allows the
user application to provide the most appropriate equivalent (rather
than just any equivalent) for a name in other languages. For some
names, popular in one language but unknown or inexistent in others,
relations like the classifying context or the accessibility context en-
able explanation-based translations (e.g. Hanna Gronkiewicz-Waltz =
Hanna Gronkiewicz-Waltz, the president of Warsaw, blésois = an inhab-
itant of Blois).

Other potential applications include: (i) multilingual named en-
tity recognition (NER) (Richman and Schone 2008), (ii) text classifi-
cation (Kumaran and Allan 2004), (iii) uni- or cross-lingual question
answering (Ferrdndez et al. 2007), and (iv) proper name normalization
(Jijkoun et al. 2008).
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ABSTRACT

The Smith-Stark hierarchy, a version of the Animacy Hierarchy, offers
a typology of the cross-linguistic availability of number. The hierarchy
predicts that the availability of number is not arbitrary. For any lan-
guage, if the expression of plural is available to a noun, it is available
to any noun of a semantic category further to the left of the hierarchy.
In this article we move one step further by showing that the structure
of the hierarchy can be observed in a statistical model of number use
in Russian. We also investigate three co-variates: plural preference,
pluralia tantum and irregularity effects; these account for an item’s
behaviour being different than that solely expected from its animacy
position.

1 INTRODUCTION

The morphosyntactic feature of number is found in many languages;
it has the values singular and plural, and often others too, such as
dual. Number distinctions and the availability of number have been
generally well-studied cross-linguistically. One of the most important
contributions in this area was the Smith-Stark hierarchy (Smith-Stark
1974), discussed in Corbett (2000). This hierarchy, often also called
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the Animacy Hierarchy, offers a typology of the availability of number
in languages. In this article we move one step further by demonstrating
that the structure of the Smith-Stark hierarchy can be observed in the
use of the number feature in Russian!. The hierarchy we use in this
paper, which is adapted from Smith-Stark (1974) is given in (1):

Speaker > Addressee > Kin > Non-human rational > @D)
Human rational > Human non-rational > Animate >
Concrete inanimate > Abstract inanimate

The labels ‘speaker’ and ‘addressee’ are used for the first and sec-
ond person pronouns. The other positions of the Smith-Stark hierarchy
in (1) are universally applicable lexical categories. We also refer to
them as the animacy category of a noun. Nouns of the non-human ra-
tional category denote supernatural beings. Human rationals include
humans except children, which belong in the Human non-rational cat-
egory. Corbett (2000) points out that the rational/non-rational distinc-
tion has limited justification. However, given the typological impor-
tance of the Smith-Stark hierarchy, we took the decision only to extend
distinctions within the hierarchy rather than eliminate any. We there-
fore maintained the human rational/non-rational distinction, and we
also added a distinction of concrete and abstract within inanimates,
which meant that the original structure of the hierarchy is recover-
able. The hierarchy predicts that the availability of number is not ar-
bitrarily distributed. For any language, if the expression of plural is
available to a noun it is likewise available to any noun of a semantic
category towards the left of the hierarchy. For example, if a language
has a singular-plural contrast in animate nouns, it will also have such
a contrast in human non-rational, human rational, and non-human ra-
tional nouns, kin nouns and the second and first person pronouns. In
other words, there is a cut-off point somewhere along the hierarchy.
Left of this point, plural is available; further down the hierarchy to the
right of this point, plural is not available.

1 The research reported here was originally funded by the ESRC (UK) under
grant R000222419. For the time for recent updating, Brown and Corbett are in-
debted to the European Research Council under grant ERC-2008-AdG-230268
MORPHOLOGY. The support of both funding bodies is gratefully acknowledged.
We thank Alexander Krasovitsky for helpful discussion of specific Russian exam-
ples.
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The Smith-Stark hierarchy is a typological generalization and as
such should be valid cross-linguistically. Our hypothesis is that the use
of the grammatical category number can be predicted from a typology
which in turn makes predictions about the availability of number. A
necessary way of testing this generalization is to apply it to a test
language. Russian was selected since number is (generally) available
to nominals, and the rich morphology of Russian typically makes the
expression of number clear, as can be shown by the items in (2) which
exemplify each of the different points on the hierarchy.

ja‘r vs.  my ‘we’ [speaker] (2)
ty ‘you (singular)’ vs. vy ‘you (plural)’ [addressee]

otec ‘father’ vs.  otcy ‘fathers’ [kin]

bog ‘god’ vs.  bogi ‘gods’ [non-human rational]
podruga ‘girlfriend” vs.  podrugi ‘girlfriends’ [human rational]

rebenok ‘child’ vs.  deti ‘children’ [human non-rational]
loSad' ‘horse’ vs. loadi ‘horses’ [animate]

stol ‘table’ vs.  stoly ‘tables’ [inanimate]

sistema ‘system’ vs.  sistemy ‘systems’ [abstract inanimate]

This article has four sections. In section 2 we give a summary of
our methods and the statistical model we used in our study. In sec-
tion 3 we present the results of our study. We show that there is a re-
lationship between the points in the availability hierarchy and number
use, but that other co-variates can come into play that result in a much
higher plural proportion than expected from the position on the hier-
archy. This is for example the case for nouns whose referents typically
come in pairs (glaz ‘eye’) or in multitudes (gramm ‘gramme’), and for
pluralia tantum, such as rebjatiski ‘kids’, i.e., nouns which have only
plural forms. Finally, we give our conclusions.

2 METHODS AND STATISTICAL MODEL

In this section we outline the methods used for data preparation and
data analysis. We also sketch the statistical model used in this re-
search.

2.1 Data preparation

To test our hypotheses, we used the corpus of contemporary Russian
texts prepared at Uppsala University, Lonngren (1993), which con-
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tains about one million tokens. At the time the research was carried
out this was the most suitable corpus of Russian as far as scope and
design were concerned, as it covered a range of texts within a 25-year
time period (1960-1985).2

We prepared the data as follows. Nouns were taken from the cor-
pus and marked for semantic, morphosyntactic, and frequency infor-
mation. The dataset contains 5,450 noun and pronoun lexemes occur-
ring five or more times, with morphosyntactic and frequency informa-
tion about their 243,466 word forms. This includes first and second
person pronouns, but excludes third person pronouns. The third per-
son deserves a separate study; there are around 29,000 examples of
third person pronouns in the corpus. We used the concordance tool
‘WordSmith’ (Oxford University Press) to extract the nouns from the
corpus and we indexed them according to position on the Smith-Stark
hierarchy, and recorded number information, i.e., the distribution of
singulars and plurals. This information was formatted in Microsoft Ex-
cel and encoded in such a way so as to facilitate statistical analysis.
In particular we noted for each lexeme the proportion of plural forms
being used. Numerical values were given for all information on ani-
macy category, i.e., position on the Smith-Stark hierarchy, case and
number. The statistical software package used for data analysis was
S-PLUS.

The dataset resulting from our study has been made available on
our web site.?

2.2 Statistical model

A number of differing modelling approaches were used for the anal-
ysis. The non-parametric bootstrap (Efron and Tibshirani 1993) was

2The offline version of the Russian National Corpus is a similar size (see
http://ruscorpora.ru/corpora-usage.html), while the online version is
much bigger. The semantic categories available for searching the online version
should map straightforwardly onto the Smith-Stark hierarchy, but currently it is
not possible to download the full results of a search. Replicating our results using
the RNC would, of course, be a useful future piece of research. For more on the
RNC and its history see GriSina and Plungian (2005). See Maier (1994) for more
information on the Uppsala corpus.

3 http://www.surrey.ac.uk/englishandlanguages/research/smg/
files/rusnoms.xls
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used to test if there was a significant difference between the me-
dian values of plural usage between groups, while the two sample
Kolmogorov-Smirnov test (Conover 1971) was used to test for dif-
ferences in distributions of the plural usage, again across pairs of
groups defined by the hierarchy. The results from non-parametric
approaches were checked using a parametric approach using the log-
likelihood for inference. The S-PLUS code for this model and explana-
tory text has been made available at the Surrey Morphology Group
website.

Since the results for the parametric method were qualitatively
the same as the non-parametric, only the non-parametric results are
reported here.

In order to test the differences between the median values of two
groups, the bootstrap, a form of randomisation, was used. We extract
a subset of lexemes S from the corpus C according to animacy cat-
egory. We calculate the median frequency of the distribution of the
required frequency. Denote this to be m(S) in the subset S and m(C)
in the full corpus, C. We need to see if m(S) is significantly different
from m(C) assuming the null hypothesis that there is no relationship
between the extraction criterion (animacy category) and the measure
quantity (frequency). Under this assumption we can evaluate the dis-
tribution of m(S) by randomly selecting (with replacement) samples
of equal size to S from C, and calculating their median. This procedure
is repeated many times and an estimate of the underlying distribution
of the median is constructed. This will be the bootstrap distribution of
the median under the assumed hypothesis. The actual value of m(S)
can then be compared to this bootstrapped distribution to see if it is
extreme. A p-value can then be directly calculated from the bootstrap
distribution. For details of this procedure see Efron and Tibshirani
(1993), Chapter 13.

Initially, informal graphical methods were used to explore the
data before any modelling or formal testing was done. The exploratory
data analysis showed observed proportions varying continuously in
the range from 0 to 1, but also with appreciable finite atoms of prob-
ability at exactly 0 or 1. Hence a mixture model was selected using

4http://www.surrey.ac.uk/englishandlanguages/research/smg/
files/statisticalmodel.pdf
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a beta distribution as a continuous model for the interval (0,1) and
with the discrete atoms modelled separately. The model was fitted us-
ing maximum likelihood and showed very good agreement with the
data.

3 RESULTS AND DISCUSSION

In this section we present the details of the results of our investigation
into number use in Russian and discuss those cases in which the pro-
portion of plural forms was much higher than we would expect from
the position on the hierarchy.

3.1 The relation between plural marking and hierarchy position

We analysed 5,450 Russian noun and pronoun lexemes from the Up-
psala corpus according to the methodology outlined in Section 2.1,
which were represented by 243,466 word forms. We recorded lex-
emes for their distribution of singular and plural forms, as well as for
their animacy category. The sample details are given in Table 1.

The p-value in the second rightmost column in Table 2 represents
the probability that the observed median was due to chance varia-
tion computed via the bootstrap. The p-value in the last column is
from the Kolmogorov-Smirnov test. There is very strong evidence that
there is structure in most of the categories. (A value less than 0.05 is

Animacy Lexeme Word-form  Word-form proportion
category frequency frequency of sample (%)
Speaker 1 9,610 3.9
Addressee 2 2,805 1.2
Kin 45 4,155 1.7
Non-human rational 5 267 0.1
Human rational 498 17,127 7.0
Human non-rational 28 2,054 0.8
Animate 102 2,826 1.2
Concrete inanimate 2,437 93,442 38.4
Abstract inanimate 2,332 111,180 45.7
TOTALS 5,450 243,466 100
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strong evidence that the group is significantly different from the cor-
pus.) From Table 2 we see that the evidence is less strong for Speaker,
Addressee, and Non-human rational. The group Kin was significant
using the Kolmogorov-Smirnov comparing distributions.

Table 3 gives the p-values for pairwise tests of equality of distri-
bution across the groups in the hierarchy.

These results give more structure to the patterns shown later in
Figure 1. Thus, for example, we see that while the Human non-rational
and Animate groups are significantly different from the corpus as a
whole (Table 2), they are not different from each other (Table 3). On
the other hand, groups at the lower end of the hierarchy are both
different from the corpus and different from each other. These results
show how the structure of the hierarchy is reflected in the observed
distribution of number use. It is clear that the position that a lexeme
takes in the Smith-Stark hierarchy can have a strong effect on the
proportion of one number (plural) being used over another. We can
compare the hierarchy for number availability with the broad picture

Table 2: Details of the sample of Russian nouns

Animacy Singular Plural Singular Mean Median p-value p-value
+ plural plural plural

category forms forms . . Bootstrap K-S test

forms  proportion  proportion

Speaker 6197 3413 9610 35.5% 35.5% 0.83 0.75

Addressee 2600 205 2805 8.7% 8.7% 0.43 0.71

Kin 3733 422 4155 14.7% 5% 0.07 <0.001

Non-human 248 19 267 5.8% 5.5% 0.46 0.12

rational

Human 9392 7735 17127 45.1% 45.5% < 0.001 < 0.001

rational

Human 854 1200 2054 58.4% 61.8% < 0.001 < 0.001

non-rational

Animate 1599 1227 2826 43.4% 48.1% < 0.001 < 0.001

Concrete 65427 28015 93442 30% 23.1% < 0.001 < 0.001

inanimate

Abstract 84698 26482 111180 23.8% 0.5% < 0.001 < 0.001

inanimate

TOTALS 174,748 68,718 243,466 28.2% 16.7%
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of the results of our investigation into number use. The Smith-Stark
hierarchy is given in (3), repeated from (1) above.

Speaker > Addressee > Kin > Non-human rational > 3
Human rational > Human non-rational > Animate >

Concrete inanimate > Abstract inanimate

We have made explicit the distinction between human rational
and human non-rational (children), and extended the hierarchy to
distinguish inanimates that are concrete from inanimates that are ab-
stract. The classes which distinguish singular and plural occupy the
upper segments of the hierarchy, and languages make the split be-
tween items distinguishing number and those failing to do so at dif-
ferent points of the hierarchy.

Our investigation into number use yielded statistically significant
results. We can compare the version of Smith-Stark’s hierarchy for
number availability in (3) with the picture of number use in Figure 1.

The data are structured with each animacy position having its
own median point. The median is represented by the line in the mid-
dle of the box; the box itself represents a range of proportions covering
the middle 50% of the lexemes in the category; the whiskers cover the

Table 3: Comparison of pairs of groups in the hierarchy

Non- Human

Animacy Addressee Kin human Htfman non- Animate . Cor}crete . Ab.StraCt

category . rational . inanimate inanimate
rational rational

Speaker 0.667 0.422 0.375 0.856 0.820 0.858 0.815 0.567

Addressee - 1.000 0.867 0.196 0.080 0.179 0.519 0.977

Kin - 0906 <0.001 <0.001 <0.001 <0.001 0.083

Non-human - 0.003 <0.001 0.005 < 0.042 0.538

rational

Human - 0.416 0.960 <0.001 <0.001

rational

Human - 0.258 <0.001 <0.001

non-rational

Animate - <0.001 <0.001

Concrete - <0.001

inanimate
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remaining 50%, except potential outliers which are indicated sepa-
rately with circles (Daly et al. 1995). This demonstrates that there is
a relationship between the positions in the availability hierarchy and
number use.

On the one hand, we might have hoped for a correlation between
the positions on the hierarchy and number, and clearly this is not
found. This means that the hierarchy which accounts well for number
availability across languages does not apply straightforwardly to num-
ber use, since Russian appears to be a counterexample. On the other
hand, when we compare the medians of the proportion of plural forms
for the different animacy categories of Smith-Stark, we see that each
lexical category has its own median point (Figure 1). This strongly in-
dicates that at a general level, the hierarchy position to which a lexeme
belongs has an impact on the way it will distribute its forms. There is a
dramatic difference between groups of nominals. Nouns denoting hu-
mans and other animates show the highest proportion of plural use,
with concrete and abstract inanimates lower. Moreover, for all posi-
tions below non-human rationals the p-values are highly significant
(Table 2 rightmost column). For the kin and non-human rational cate-
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0.4
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gories there are plausible reasons why this might be so. One concerns
standard use. As kin terms are often used for addressing individuals,
it is reasonable to expect a high proportion of singular forms. Another
contributing factor could be the uniqueness of the father and mother
kin relations with respect to each individual. For non-human rationals
(i.e., god, devil, angel) we expect a higher proportion of singular forms
given that Russia’s major religion is monotheistic. On the other hand,
there is no obvious reason to assume that the pronouns for speech
participants would differ in terms of number use.

Another possible explanation for the different structures of avail-
ability and use is based on the notion of individuation. When we
compare number availability with number use, an interesting picture
emerges. If the medians of the proportion of plurals are compared
amongst the lexemes belonging to each slot in the hierarchy, as shown
in Figure 1, we have a steep hill shape, peaking at the human non-
rationals. In other words the left and right edges of the hierarchy have
a smaller proportion of plurals, and the middle portion has a signifi-
cantly higher proportion of plurals. An explanation for the steep hill
shape may be based on individuation, running from most individu-
ated (Speaker), to least individuated, to completely non-individuated
items (abstract mass nouns). The small proportion of plurals at the
bottom of the hierarchy is due to ‘individual’ plurals being largely
unavailable, and only the (rarer) ‘sort’ and ‘container’ plurals being
available. In this scenario the small proportion of plurals at the top
segment of the hierarchy is due to the conceptual difficulty of plural-
ising highly individuated items. Describing a person using a kin term
is individualising him/her further. Pluralising the same person would
act to make him/her less individuated. This would explain the lack of
plurals in this category.

In sum, the position of a lexeme on the hierarchy has a strong
effect on number use. However, further co-variates come into play
which account for an item’s behaviour being different to that solely
expected from its animacy position. We will discuss each of these co-
variates, plural preference, pluralia tantum and irregularity effects in
turn below.
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Plural proportion

Example Example’s animacy Plural . of .example’s
proportion  animacy category
(median)
roditel' ‘parent’ Kin 95% 5%
bliznec ‘twin’ Human rational 97% 45.5%
soavtor ‘co-author’  Human rational 90% 45.5%
glaz ‘eye’ Concrete inanimate  90% 23.1%
botinok ‘boot’ Concrete inanimate  88% 23.1%
gramm ‘gramme’ Abstract inanimate ~ 81% 0.5%
3.2 Plural preference

Some items are naturally ‘more plural’ regardless of their lexical cat-
egory. These can be viewed as locally unmarked for plural (Tiersma
1982), for instance items such as glaz ‘eye’ and bliznec ‘twin’ which
would be expected to occur in the plural more frequently than the
singular because singular contexts are unusual. Table 4 shows how
the proportion of plurals for a locally unmarked item was found to be
much greater than that expected from its animacy group.® Such nouns
occur as outliers in our boxplots.

It might be asked why there is no similar section on singular pref-
erence. The basic answer is that for a noun to have singular preference
is completely normal, as is evident from Table 2 (see column ‘Mean
plural proportion’), and from cross-linguistic data (see Corbett 2000,
p. 281, for data on French, Latin, Sanskrit, Slovene and Upper Sorbian,
as well as on Russian). In our count one third of the nouns (almost ex-
actly) occur in the singular only. Note that this does not imply that
they are singularia tantum; recall that for inclusion we require that
the noun occurs five times or more. It is evident from the list that
many nouns which occur five times only, all in the singular, are nor-
mal count nouns; they happen not to have occurred in the plural in
the corpus.

5 For further discussion of the semantics of number in Russian, see Ljasevskaja
(2004) and references therein.
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Plural proportion

Example Example’s animacy Plural . of .example’s
proportion  animacy category
(median)

rebjatiski ‘kids’ Human non-rational  100% 61.8%

sani ‘sledge(s)’ Concrete inanimate 100% 23.1%

brjuki ‘trousers’ Concrete inanimate 100% 23.1%

xlopoty ‘troubles’  Abstract inanimate 100% 0.5%

sutki ‘24 hours’ Abstract inanimate 100% 0.5%

3.3 Pluralia tantum

Some items lack a means of marking singular; in other words, for them
singular is unavailable and they will always appear morphologically
plural (even where there is a singular interpretation). Such pluralia
tantum are given in Table 5. For example, the noun sani ‘sledge’ is
morphologically marked for plural, but can have a singular and a plu-
ral reading.

Pluralia tantum are recognizable and are few in number in Rus-
sian. On the other hand, genuine singularia tantum are hard to iden-
tify; while many nouns normally occur in the singular, there are pos-
sibilities for recategorization: that is, they may be recategorized with
unit reading or with instance reading (see Corbett 2000, pp 81-82,
84-87, for discussion). To illustrate the instance reading, we may
take mnogo raznyx vin ‘many different wines’, where different types
of wine are intended. The key point is that while such recategoriza-
tions are visible in the plural, the recategorization from mass to count
gives a singular form too, hence odno ocen' xorosee vino ‘one very
good wine’. This recategorized singular is not distinct from the normal
singular.

3.4 Irregularity effects

There is a third important co-variate. In certain instances irregularity
can affect the distribution of plurals. To appreciate this, it is important
to distinguish absolute counting (the straightforward count of items
in the corpus) from relative counting (the relation of forms within a
lexeme; in our study this is plural versus singular). Irregularity in a
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lexeme is correlated with a high occurrence of plurals of that lexeme
in the corpus.

Corbett et al. (2001) demonstrate for Russian that there is a
relation between irregularity in noun lexemes and absolute plural
anomaly, i.e., a high absolute number of plural forms in the corpus,
and that there is a relation between non-prosodic irregularity (where
irregularity is not confined to stress placement), and relative plural
anomaly, i.e., a high proportion of plural forms compared to forms
in the singular. This means that irregular Russian nouns in general
have a high number of plural forms in the corpus. Prosodic irregu-
larity means that there is also a high number of singular forms to
match the plural ones (hence no relative plural anomaly), whereas
nouns which display segmental irregularity have a higher proportion
of plural forms in comparison with singular forms (hence high relative
plural anomaly).

In sum, these three types of co-variate (plural preference, pluralia
tantum, and irregularity effects) broadly account for the plural outliers
in Figure 1.

4 CONCLUSIONS

Typology is typically concerned with the availability of a feature in
a language. The special interest of our contribution lies in juxtapos-
ing questions of availability with those of actual use. One hypothesis
about the relationship between number use in one language (here Rus-
sian) and its relationship with the hierarchy of number availability is
that there should be a correlation, a strictly linear relationship where
those categories furthest left in the hierarchy show the greatest me-
dian plural proportion, with this proportion decreasing as we move
rightward along the hierarchy. However, this hypothesis must be re-
jected. The reality is perhaps more interesting: we have good evidence
that the middle part of the hierarchy shows the highest plural propor-
tions of usage, with a consistent decrease in plural proportions as we
move rightward from the human rationals to the abstract inanimates.
We are in a position to say that this is significant. For the top end of
the hierarchy there is less that can be said with certainty, given the
lack of significance for certain of the higher positions. If anything our
results point to the difference between the pronoun proportion of the
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hierarchy (where the results are not significant) and the nominal pro-
portion (where the results are significant). Something that is worthy
of further investigation is the question of why the human (rational
and non-rational) part of the hierarchy has the highest proportions,
compared to animates and concrete inanimates. Further investigation
would enable us to decide between two different theories about the
way the hierarchy partitions the semantics of plural in use. In one
theory, associative readings, ‘normal’ readings and recategorization
effects partition the hierarchy, and the observation of high plural oc-
currence in the middle of the hierarchy is evidence for the high fre-
quency of ‘normal’ readings associated with this part of the hierarchy.
An alternative theory is that plural usage in the middle of the hierar-
chy is a reflection of the fact that it can have multiple plural semantics
available to it (rather than just the ‘normal’ readings), and these mul-
tiple possibilities are reflected in greater use. While the first of these
theories is the more plausible, we have no evidence yet to decide be-
tween them. Our research has therefore suggested a new programme
of future research to investigate this matter in greater depth.

Our examination of the category of number in a language where
nouns typically mark number has shown that the typology proposed by
Smith-Stark for number availability has a partial analogue for number
use. In other words, we have shown that answers to questions about
availability can be reflected in use.
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ABSTRACT

In Persian, a construction exists in which a gap can optionally be
replaced by an overt pronoun. A self-paced reading study (110 par-
ticipants) suggests that the overt pronoun results in deeper encod-
ing (higher activation) of the antecedent noun, presumably because
of richer retrieval cue specifications during antecedent retrieval at
the pronoun; this higher activation has the consequence that the an-
tecedent is easier to retrieve at a subsequent stage. This provides new
evidence for reactivation effects of the type assumed in the cue-based
retrieval model of parsing (Lewis and Vasishth 2005), and shows that
dependency resolution is not simply a matter of connecting two co-
dependents; the retrieval cue specification has a differential impact
on processing.

1 INTRODUCTION

It is well known that both overt and null pronouns render their an-
tecedents more active (more salient) in memory (MacDonald 1989;
Emmorey and Lillo-Martin 1995). One way to characterize the under-
lying processes in antecedent—pronoun/gap resolution is in terms of
the ACT-R based (Anderson et al. 2004) architecture of sentence pro-
cessing discussed in (Lewis and Vasishth 2005; Lewis et al. 2006). The
computational model developed in these papers has been widely ap-
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plied in the study of various phenomena in psycholinguistics (Vasishth
et al. 2008; Vasishth and Lewis 2006; Patil et al. 2012; Reitter et al.
2011; Dillon 2011; Boston et al. 2011; Patil et al. 2013; Dillon et al.
2011; Engelmann et al. 2013).

A central assumption in the ACT-R architecture is that, in any
information-processing task, memory representations must be associ-
ated with each other in order to build a mental representation that
allows the task to be carried out. In the context of sentence compre-
hension, the primary events that are modeled are structure building
and dependency resolution. All other things being equal, the speed
with which a memory representation can be accessed depends on its
activation level (this is an abstract, unitless quantity) and on the re-
trieval cues (these are essentially feature-value matrices) that guide
access. Generally speaking, the higher the activation, the faster the
retrieval. For example, when the parser encounters a reflexive like
himself, an antecedent noun may be searched using the fact that the
antecedent must c-command the reflexive (one retrieval cue; see Dil-
lon et al. 2011) or using an additional cue, here gender (Patil et al.
2012). Activation of memory representations is assumed to be under-
going constant decay; this models forgetting over time. An assump-
tion in ACT-R is that decay can be counteracted by a process of re-
activation: every retrieval event is assumed to increase the activation
of the item retrieved. Such an increase in activation has the obvious
consequence of facilitating subsequent retrieval (unless enough time
goes by such that decay levels out the activation). Previous work has
addressed some of the empirical consequences of this theoretical as-
sumption. For example, in Hindi, processing a verb in a relative clause
has been argued to be easier when the relative clause is long vs. short;
under the assumption that a long relative clause repeatedly accesses
and modifies the head noun and does so more often than a shorter
relative clause, we expect a faster reading time when the head noun
must be accessed, for example, while processing the verb of the rela-
tive clause. This was one of the arguments presented by Vasishth and
Lewis (2006) in order to explain faster reading times observed at the
verb of the relative clause in long vs. short relative clauses (cf. Levy
2008; Husain et al. 2013).

Given such an architecture, it is reasonable to assume that com-
pleting a dependency between an antecedent and a pronoun, or be-
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tween an antecedent and a gap, will increase activation of the an-
tecedent, making subsequent retrieval easier; this assumes that the
decay component has not had enough time to counteract the effect of
such an activation increase. Indeed, Bever and McElree (1988) have
shown experimentally that such reactivation occurs with gaps and pro-
nouns, and that “gaps access their antecedents during comprehension
in the same way as pronouns.”

Persian presents an interesting construction in this context. Sen-
tences such as in Example (1) have the property that the first gap can
optionally be an overt or null pronoun (Taghvaipour 2004). For ex-
ample, consider (1a); here, two gaps are present. As shown in (1b),
the first one can be replaced with the pronoun un ro, ‘it DOM’).!

(1) a. Nazanin [in ketabcha ro]; [ ghablaz inke gap;
Nazanin this booklet DOM  before that gap
be-khun-eh] gap; be man dad, dorost hamoon
prefix-read-3SG gap to me gave.3SG, just that
moghe ke kelas ha tamoom shod.
moment that class PL finish  became.3SG.

(Lit.) ‘Nazanin gave me this little book before reading (it),
when the classes finished.’

b. Nazanin [in ketabcha ro]; [ ghablaz inke unro
Nazanin this booklet DOM  before that it-DOM

be-khun-eh] gap; be man dad, dorost hamoon
prefix-read-3SG to  me gave.3SG, just that moment
moghe ke kelasha  tamoom shod.

that class PL  finish became.3SG.

’Nazanin gave me this little book before reading it, when
the classes finished.’

This construction is interesting in the context of reactivation ef-
fects in parsing because it allows us to investigate whether there is a
difference in activation increase due to antecedent—pronoun vs. ante-
cedent-gap dependency resolution. Our study was motivated by the
speculation that there might be a difference in the way a anteced-

1 Abbreviations used are as follows. DOM: direct object marking; 3SG: third
singular; PL: plural.
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ent-gap and antecedent-pronoun dependency is completed: the an-
tecedent might be activated to a greater extent in the antecedent—
pronoun case vs. the antecedent-gap case. This could happen because
the pronoun uses a richer set of cues; for example, pronouns pro-
vide number information, whereas gaps do not. Another possibility
is that the pronoun may focus the antecedent (thereby encoding it
more richly) in a way that the gap does not. These two explanations
may be related: a richer set of cues would lead to better encoding due
to the greater extent of activation increase.

We investigated whether we could find any evidence for differ-
ential amounts of activation increase in the above construction. We
employed the self-paced reading methodology (Just et al. 1982) de-
scribed below. In (1a), the word ketabche,? ‘booklet’, is co-indexed
with a gap; this gap presumably activates the antecedent once the
dependency is completed. Due to reactivation effects, the activation
increase of ketabche should increase the speed or rate at which its re-
trieval is completed subsequently at the verb dad, ‘gave.” Example (1b)
is identical except that instead of the gap we have an overt pronoun
unro. Our speculation was that this might boost activation of ketabche
to a greater extent than the gap, facilitating retrieval at the verb.3

In order to understand the role of the overt pronoun, we compared
sentences with null and overt pronouns, as shown in (2a,b) (the front-
slashes in the examples represent the partitioning of the segments in
the self-paced reading task; this is described below). We were also
interested in exploring, in the same experiment, a related kind of re-
activation effect: modification of the noun ketabche, ‘booklet’, by a
relative clause. As mentioned above, it has been argued (Vasishth and
Lewis 2006; Hofmeister 2011; Vasishth et al. 2012) that modification
of a noun increases its activation, making subsequent retrieval easier
(cf. Levy 2008 for an alternative explanation in terms of expectations).

2In (1a,b), the direct object marker ro induces a sound change on the word
it modifies, changing ketabche to ketabcha.

3 Note that the exact location of the gap before the verb dad, ‘gave’ is not im-
portant; even assuming that there is a gap there is not necessary. All that we need
to assume is that a dependency must be completed between the noun ketabche
and the verb in order to determine who did what to whom. This assumption of
a dependency resolution requirement is well-motivated by previous work; see,
e.g., Gibson (2000); Bartek et al. (2011); Vasishth et al. (2008).
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It follows that relative clause modification should also increase acti-
vation of the noun, resulting in faster retrieval of the noun at the verb.
We were interested in determining whether we find facilitation at the
verb due to relative clause interposition (2c,d); if yes, this would pro-
vide new evidence for the proposal in the literature that modification
increases activation of the modified element.

An alternative possibility is greater processing difficulty at the
verb in the relative clause conditions; this effect has been found by
Grodner and Gibson (2005) for English (also see Bartek et al. 2011),
and could be a consequence of increased distance between the verb
and its argument(s). Such locality effects can be explained in terms
of distance as defined in the Dependency Locality Theory (Gibson
2000) or in terms of decay and interference (Lewis and Vasishth 2005;
Van Dyke and McElree 2006).

(2) a. Nazanin/ [in ketabcharo 1,/ [ ghablaz inke /
Nazanin this booklet DOM before that
gap; be-khun-eh 1/ gap; be man dad /5
gap prefix-read-3SG gap to me gave.3SG ,
dorost hamoon moghe ke / kelas ha / tamoom
just  that moment that class PL finish
shod /.
became.3SG
‘Nazanin gave me this little book before reading (it), when
the classes finished.’

b. Nazanin / [in ketabcharo 1; / [ ghablaz inke /
Nazanin this booklet DOM before that
unro be-khun-eh 1/ gap; be man dad /,
it-DOM prefix-read-3SG ~ gap to me gave.3SG ,
dorost hamoon moghe ke / kelas ha / tamoom
just  that moment that class PL finish
shod /.
became.3SG
’Nazanin gave me this little book before reading it, when
the classes finished.’

¢. Nazanin / [in ketabcharo /]; [ke hafte pish /
Nazanin this booklet DOM that week last

[ 247 ]



Niloofar Keshtiari, Shravan Vasishth

kharid-eh bood / ] ghablaz inke / gap;
bought-3SG.PC was before this gap

be-khun-eh / gap; be man dad / , dorost
prefix-read-3SG gap to me gave.3SG , just

hamoon moghe ke /kelasha /tamoom

that moment that class PL finish

shod /.

became.3SG

’Nazanin gave me this little book which she has bought
last week, before reading (it), when the classes finished.’

d. Nazanin / [in ketabcharo 1;/ [ke hafte pish /
Nazanin this booklet DOM that week last
kharid-eh bood] / ghablaz inke / unro
bought-3SG.PC was before that it-DOM
be-khun-eh / gap; be man dad / , dorost
prefix-read-3SG gap to me gave.3SG , just
hamoon moghe ke / kelasha /tamoom
that moment that class PL finish
shod /.
became.3SG

’Nazanin gave me this little book which she has bought
last week, before reading it, when the classes finished.’

Thus, our predictions are: the presence of overt pronoun inter-
position should result in a facilitation in processing at the main verb
(compared to the conditions where a gap is present); modifying the
antecedent with a relative clause could show a facilitation due to re-
activation, or increased difficulty due to locality effects. We had no
predictions about whether there would be an interaction between the
pronoun/gap and relative clause factors. The results of the study are
presented next.

2 EXPERIMENT

2.1 Method: Participants, stimuli and fillers, procedure

One hundred and ten native speakers of Persian, all living in Tehran,
participated in the experiment in August and September 2009. Since
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we had no access to a laboratory in Tehran, the first author visited
the participants at their homes and carried out the experiment there.
Participants were asked to complete a questionnaire on their educa-
tional background, language background, and average reading time
per day. The questionnaire and items are available from the second
author. Participants’ ages ranged from 18 to 75 years, with mean age
34.6 years. Each participant was paid the Iranian-Rial equivalent of
five Euros.

A total of 161 Persian sentences (5 examples, 60 fillers, 96 stim-
ulus sentences) were prepared by the first author. The 96 stimulus
sentences were designed as follows: Following standard experimental
methodology for repeated measures (within-subjects) designs, twenty-
four stimuli sentences were prepared, and four versions of each sen-
tence were constructed; these correspond to the four conditions in the
experiment (see Example 2). Each version of the twenty-four sentences
was assigned to one of four lists; that is, each list contains only one
of the four versions of a stimulus sentence. Because each participant
is shown items from only one list, they read (apart from the fillers
and examples) a total of twenty-four target sentences, each represent-
ing one condition in the experiment design. This has the consequence
that, for example, a subject exposed to List 1 would see Sentences 1a,
2b, 3c, 4d, 5a,...; and a subject exposed to List 2 would see Sentences
1b, 2c, 3d, 4a, 5b,...This partitioning into lists is commonly referred
to as counterbalancing and serves to minimize bias introduced by any
one stimulus sentence.

Thus, each participant saw 5 4 60 4+ 24 = 89 sentences. Because
reading time generally increases at the end of a sentence (so-called
sentence final wrap-up effects, thought to reflect higher-level integra-
tion processes that are triggered after a sentence is read), we added an
adverbial phrase to the end of each of the stimuli sentences. In addi-
tion, at the end of each sentence a period was presented after pressing
the space bar as a separate final segment. This extra material at the end
of the sentence makes it less likely that our critical region (the verb of
the main clause) is contaminated by higher-level sentence-final pro-
cessing effects.

The experiment began by the first author explaining the task to
each participant verbally; then, the five practice sentences were pre-
sented, and these were followed by the actual experiment (fillers and
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stimulus sentences, pseudo-randomly ordered). Participants pressed
the spacebar (marked with a star) to reveal each successive segment;
every time the space bar was pressed, the previous segment would dis-
appear and the next segment would appear in the center of the screen.
The time the participants spent reading each segment was recorded as
the time between key presses. The segmentation is shown in Exam-
ple 2 and in the items file provided as supplementary material with
this paper.

The experiment was run using Linger version 2.88 by Douglas
Rohde on a laptop.* Participants were asked to read at a pace that
was normal for them. A true/false statement was presented after each
sentence; this was meant to ensure that subjects were attending to
the sentences and not just pressing the space bar without reading.
In order to prevent subjects from developing a strategy for answer-
ing the true/false statements without completely parsing the sentence,
the statements were directed at every part of the previous sentence,
including the noun and the verb of both the main clause and the rela-
tive clause. These true/false statements were balanced in their yes-no
responses. No feedback was given for correct/incorrect responses. For
examples, see the items file provided as supplementary information
with this paper.

Participants took approximately 30 minutes to complete the ex-
periment. Reading time at the verb of the main clause (in milliseconds)
was taken as a measure of relative momentary processing difficulty.
In the following section, the results of the study are reported and dis-
cussed.

2.2 Results

We fit linear mixed models using the package 1me4 (Bates and Sarkar
2007) in the R programming environment (R Development Core Team
2006); see the appendix for some background on the statistical models
used here. The reader unfamiliar with psycholinguistic data analysis
methods would benefit from reading the appendix before proceeding
with the present section. For the critical analyses at the verb and the
region following it, we used JAGS (Plummer 2010) to also fit a hierar-
chical Bayesian model (a linear mixed model) using non-informative

4See http://tedlab.mit.edu/~dr/Linger/.
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priors. For brevity, the Bayesian analysis is omitted from the main
paper, but is included in the supplementary material.

The response variables were response accuracy and response
time, and reading times at the verb of the main clause (hereafter,
critical region) and the spillover region (hereafter, post-critical re-
gion).

Due to an error in the design, nine items (labeled 7, 12, 14, 15,
17, 20, 22, 23, 24 in the supplementary material) were removed from
the analysis. In these items, the argument that was co-indexed with
the pronoun/gap was either not modified by the relative clause, or the
pronoun was not co-indexed with the correct antecedent. This reduced
the original data by about 40%.

The response time and reading time data (both in milliseconds)
were transformed to a negative reciprocal (—%) in order to stabilize
variance; the choice of transform was determined using the Box-Cox
procedure (Box and Cox 1964; Venables and Ripley 2002). The re-
ciprocal transform converts speed to rate; see (Kliegl et al. 2010) for
further discussion on the use of this transform for reading time data.

In the reading times, the transform revealed some extremely fast
values (0.7% of the data) that dramatically affected the residuals;
these were a few values that were 200-250 ms long. Although such
reading times cannot in general be categorized as “too fast”, in the
context of the present experiment they are not representative of the
reading time distributions (based on our experience in our own lab
and elsewhere, in languages like Hindi, German, and Japanese, we
also see remarkably slow reading times compared to English). These
extreme values were removed in the final analysis.

All data and R code associated with the analyses presented here
are provided as supplementary material with this paper.

2.2.1 Response accuracy and response time

Response accuracy and response time and their analyses are summa-
rized in Tables 1 and 2. For accuracy, a generalized linear mixed model
was fit using the binomial link function to evaluate the effect of pro-
noun (pron), the effect of relative clause insertion (RC), and the in-
teraction of these two factors (see the appendix for more detail on
generalized linear models). A standard ANOVA contrast coding was
used: the factor pron was coded —0.5 for the gapped conditions (Ex-
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amples 2a,c) and 0.5 for the pronoun conditions (Examples 2b,d); the
factor RC was coded —0.5 for the —RC conditions (Examples 2a,b),
and 0.5 for the +RC conditions (Examples 2c,d). Items and partici-
pants were included as crossed random factors (crossed varying in-
tercepts; see Appendix for discussion). Consistent with the predic-
tions of the locality-based accounts discussed earlier, we found sig-
nificantly lower accuracies in the conditions where the relative clause
was present; these conditions also had longer response times. No other
effect reached statistical significance.

Table 1:
Mean question accuracy (percentages)
and negative reciprocal response time

-RC -RC +RC +RC
gap pronoun gap pronoun

(abbreviated as response rate) accuracy 87 86 78 81
response rate  —0.22 -0.22 -0.21 -0.21
Table 2:
contrast coef se z p
Summary of the effects of pronoun
(pron), relative clause insertion (RC), pron 0.04 0.14 0.29 n.s.
and the pronxRC interaction on RC -048 015 -3.3* <0.01

response accuracy
pronxRC 0.12 0.15 0.85 n.s.

Table 3:
contrast coef se t

Summary of the effects of pronoun
(pron), relative clause insertion (RC), pron —0.00 0.004 -0.9
and the pronxRC interaction on RC 0.02 0.004 3.7*

negative reciprocal response time
pronxRC —-0.00 0.004 -0.6

2.2.2 Analyses of reading times

The negative mean reciprocal reading times (—s~!) with 95% confi-
dence intervals are summarized in Figure 1. The results of the sta-
tistical analyses are shown in Table 4. The linear mixed models had
varying intercepts and slopes for subject and item, and varying slopes
by subject for pron, RC, and the pronxRC interaction.

Analyses at the critical region (the main verb) showed a margin-
ally significant main effect of pron: the overt pronoun resulted in faster
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. Table 4:
region contrast coef se t . .
Summary of planned comparisons in
critical pron -0.05 0.03 -1.89 the linear mixed models analysis

RC -0.04 0.03 -1.58

pronxRC —-0.03 0.03 -1.02

post-critical pron —0.07 0.03 —2.62*
RC 0.008 0.03 0.30

pronxRC —-0.03 0.03 -1.10

reading times at the verb, as predicted by the reactivation hypothesis.
In addition, there was only a marginal effect of relative clause interpo-
sition: reading time (rather, reading rate) was marginally faster at the
verb in the RC conditions. The interaction between the factors pron
and RC did not reach statistical significance either. Figure 1 suggests
that the marginally significant facilitation at the critical region due to
the overt pronoun is driven by the RC conditions (2c,d). This was con-
firmed in a post-hoc analysis where the effect of pronoun was investi-
gated within the —RC and +RC conditions. Table 5 summarizes these
analyses (the third contrast in Table 5, the effect of RC, is redundant
since this was already investigated in our planned comparisons shown
in Table 4, but is included because we wanted to use all three degrees
of freedom available for parameter estimation of fixed effects).

The post-critical region showed an effect of pron: reading rate was
faster when the pronoun was present. The post-hoc analysis showed
that the effect of pron was present in both the —RC and the +RC con-
ditions with approximately the same magnitude.®

2.2.3 Discussion

To summarize the results for response accuracy and response time,
we find lower accuracies and longer response times when the relative

5 As an aside, note that in psycholinguistics analyses are conventionally car-
ried out on raw reading times. Had we done this conventional analysis for the
present data, we would have reported null results. However, in the model based
on such untransformed data, the normality assumption for residuals and the ho-
moscedasticity assumption are not met; this would make the model output based
on raw reading times meaningless for purposes of statistical inference. The source
code provided with this paper gives more detail.
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Figure 1: Critical region
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- Table 5:
region contrast coef se t
Summary of post-hoc nested contrasts
critical  pron (-RC) —-0.02 0.04 —0.63 at the critical and post-critical regions

pron (+RC) -0.08 0.04 —2.03*

RC -0.04 0.03 -1.58

post-critical  pron (—RC) —0.04 0.04 -0.94
pron (+RC) —-0.10 0.04 —2.43*

RC 0.008 0.03 0.3

clause is present. Response accuracy and response time showed no
effect of pronoun and no interaction between the pronoun and relative
clause conditions. In the reading time data, at the post-critical region
(the word following the verb), reading rate is faster if the pronoun
(unro) is present. A post-hoc analysis revealed that the facilitation due
to the pronoun was driven by the relative clause conditions. At the
verb, there is a slight facilitation due to relative clause interposition,
but this does not reach statistical significance. No interactions were
found.

Although response accuracy and response time are of secondary
interest to the research question, they do show that interposing a rela-
tive clause renders the sentence more difficult to process in later stages
of processing. This finding is partly consistent with locality accounts
such as Dependency Locality Theory (Gibson 2000) and the cue-based
retrieval architecture (Lewis and Vasishth 2005), both of which pre-
dict increased integration cost at the verb when the distance between
the subject of the sentence (Nazanin) and the main verb (dad) is in-
creased. This increased distance (or increased syntactic complexity)
could plausibly make it more difficult to retain an accurate represen-
tation of the sentence meaning in memory in order to respond to the
question.

The Dependency Locality Theory and the cue-based retrieval ac-
count, however, also predict a slowdown at the verb in reading times;
this prediction turns out to be incorrect because relative clause inter-
position at the verb results in a marginal facilitation. This tendency
towards a facilitation makes sense given prior findings; it can be ex-
plained in terms of reactivation due to relative clause modification
(Vasishth and Lewis 2006; Hofmeister 2011; Vasishth et al. 2012), as
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discussed earlier. An alternative explanation for the relative-clause fa-
cilitation effect lies in expectation-based processing (Levy 2008). As-
suming that treebank-based distributions in Persian turn out to be sim-
ilar to the distributions in languages that Levy examined, the proposal
would be that the expectation for a verb gets stronger and stronger
if the appearance of the verb is delayed - this is the situation when
the relative clause is interposed. In the relative clause conditions, by
the time the verb is encountered, it is highly expected compared to
the non-relative clause conditions. This expectation-based account has
been proposed as an alternative to the reactivation account. Both ex-
planations are plausible, but the expectation-based account’s key pre-
diction has been falsified by Levy et al. (2013): they showed in a series
of experiments that in Russian relative clauses, if the verb’s appear-
ance is delayed inside a relative clause, there is a slow-down at the
verb, not a speed-up. The evidence from Russian relative clauses is
therefore strongly in favor of locality based explanations. In any case,
in our study, the reactivation-based explanation seems more plausible,
as discussed in connection with the pronoun results below.

Next, we turn to the main research question in this paper, the
effect of the pronoun/gap manipulation. At the verb and the region
following it, the pronoun conditions have a faster reading rate than the
gap conditions. This suggests that completing the antecedent—pronoun
dependency results in higher activation of the antecedent compared
to the antecedent-gap case; as a consequence, the antecedent of the
pronoun is retrieved faster at the verb. This facilitation probably spills
over to the word following the verb. In sum, the data are consistent
with our original speculation: replacing a gap with a pronoun appears
to increase the activation of the antecedent, making it easier to retrieve
at a subsequent stage.

Why was the facilitation effect due to the pronoun driven by the
relative clause conditions? In the non-relative clause conditions, even
though the pronoun may be activating the antecedent more than the
gap, decay of the antecedent noun might be setting in by the time the
verb is encountered. By contrast, in the relative clause conditions, the
reactivation of the antecedent noun by the relative clause (which mod-
ifies this noun) could be providing a counteracting activation boost
that reverses the effect of decay. If this is correct, the reactivation
account may be the correct explanation for the relative clause facilita-
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tion effect discussed above. Naturally, this conclusion does not chal-
lenge the expectation-based explanation per se, which probably also
plays a role in sentence processing; there is considerable evidence for
expectation-based effects (see, e.g., Husain et al. (2013) for new evi-
dence from Hindi), and these effects cannot be explained in terms of
reactivation.

Returning to our main finding, that the pronoun increases activa-
tion of the antecedent, our results raise the question: what is it about
antecedent-pronoun vs. antecedent-gap dependencies that results in
a more robust encoding or higher activation of the antecedent? One
explanation may be that the pronoun may be focusing the antecedent;
another may be that a richer set of retrieval cues is used to complete
the antecedent-pronoun dependency. We do not have a clear answer
for the underlying reason; but given the present data, it seems clear
that pronouns activate the antecedent to a greater degree than gaps do.

Why is it that accuracy scores are lower for the relative clause
conditions, but in reading times the relative clause conditions result
in a (marginal) facilitation at the verb? The former supports the lo-
cality account but the latter directly contradicts it. One possible ex-
planation lies in the relative timing of retrieval and expectation ef-
fects: locality costs, which reflect retrieval difficulty, may be appear-
ing at a later stage during parsing, whereas expectation-based effects
appear earlier. Vasishth and Drenhaus (2011) have proposed this in
the context of German. One problem with this account is that locality
effects have been found in reading times in English (Grodner and Gib-
son 2005; Bartek et al. 2011) and most recently Hindi (Husain et al.
2013) and Hungarian (Kovacs and Vasishth 2013). Perhaps a more
plausible explanation is that locality effects are longer lasting than
expectation effects: the former show effects in online as well as of-
fline measures, but expectation only shows effects in online measures.
Under this view, locality effects could have been masked by or are
much weaker than reactivation and/or expectation effects while pro-
cessing the verb; in the offline question-response stage, only locality
effects remain visible. All the above explanations are speculative and
need to be investigated in new studies pitting locality against expec-
tation.

A broader consequence of the pronoun-driven facilitation we re-
port is that the notion of dependency resolution in parsing needs to
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be made more precise. It is widely assumed, implicitly or explicitly,
that dependency resolution is simply a matter of connection to ele-
ments subject to certain constraints, such as locality (Gibson 2000).
But completing an antecedent-gap dependency and an antecedent—
pronoun dependency cannot be only a function of locality; it matters
which retrieval cues are deployed in retrieval. This has important im-
plications for theories of parsing: an architecture driven by retrieval
cues seems to be better motivated than one that ignores the nature of
the cue.
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APPENDIX: A NOTE
ON THE STATISTICAL METHODS USED

Here, we summarize the statistical methods used in this paper.

Experimental designs such as the present one are generally re-
ferred to as repeated measures or within-subjects designs; this refers
to the fact that each participant is exposed to each level of each factor
in the experiment design (in our design, we have four factors). The
logic of the experiment in general is that our dependent variable or
DV (this could be accuracy, measured for example as a percentage, or
reading times in milliseconds; or a transformation of these values —
see below) is expected to be a linear function of the predictors, which
are the factors of our experiment:

DV « predictors (D

The central idea is that the observed data (the dependent variable,
DV) is generated by an underlying statistical model with unknown pa-
rameters 6. Formally, DV is a random variable with a particular prob-
ability density/distribution function (PDF) associated with it; the PDF
is specified in terms of the parameters 6. The goal of statistical anal-
ysis is to obtain estimates of these parameters and to draw inferences
from these estimates (as discussed below). For example, our pronoun
vs. gap manipulation tests the prediction that the presence of the pro-
noun will result in shorter reading time at the verb. In the linear model
setting, this amounts to the claim that there exists some point value
(an unknown parameter) with a particular sign (positive or negative)
that represents the mean speed-up due to pronoun insertion. General-
izing this, we define a statistical model as shown below:

DV; = By + B;Pronoun; + ,RC; + €; 2)

Arranging the data in an arbitrary but fixed ordering, let DV, rep-
resent the i-th dependent variable, for example, reading time at the
verb in one of the four conditions from each of the participants. Note
that each participant would have seen 24 sentences in our experiment,
with six instances each of the four levels of the experiment (Pronouns
present vs. absent x Relative Clause (RC) present vs. absent). This
is where the term repeated measures comes from: we have multiple
measurements from each group (here, subject).
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According to the statistical model above, the i-th DV; is assumed
to be generated by a random component, €, and a systematic compo-
nent (the rest of the right hand side in the above equation). Here, ¢; is
assumed to be generated by a normal distribution with mean zero and
standard deviation o (yet another unknown parameter which is esti-
mated from the data). We write this compactly as € ~ N(0,0).° The
variables Pronoun and RC are indicator variables; for example, when
the pronoun is present, the variable Pronoun could be coded as 1, oth-
erwise 0. Similarly, when the relative clause is present, the indicator
variable RC could be coded as 1, otherwise 0. Thus, in the statistical
model, 3, is the mean reading time of the gap no-relative clause con-
dition. Setting up indicator variables in this manner is called contrast
coding, and the example of contrast coding given here is called treat-
ment contrasts. Different contrast codings are possible; each reflects
the theoretical question to be studied (in this paper, we use an anova-
style contrast coding and a nested contrast coding; see main text). In
the above example, we expect the parameter 3; to be negative; this
reflects our prediction that pronoun insertion will facilitate process-
ing. We can state this as a hypothesis test; we could write that our null
hypothesis H, is:

Hy:B;,=0 3)

Standard statistical theory then attempts to obtain, given the data,
the best estimate, for example, a maximum likelihood estimate for (3,
call it f3;, along with an uncertainty measure for the estimate, the
standard error. Note that 3, is the true (unknown) difference between
the gap and pronoun conditions; and /3, is the difference in the mean
reading times for the gap vs. pronoun conditions. The goal of the fre-
quentist hypothesis testing procedure is to determine, given the null
hypothesis above, the probability of obtaining an absolute value of f3,
or something more extreme. This probability, called a p-value, is the
conditional probability of the data given a particular hypothesized
parameter value (in the example above, 3; = 0): we can write it as
P(data | parameter).

6 One typically defines the normal distribution in terms of variance, o2, but
we can simply talk about standard deviation here.
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A convention widely accepted in psycholinguistics is that a p-
value of less than 0.05 gives grounds for rejecting the null hypothesis
and accepting the alternative hypothesis. The value 0.05 is related to
the fact that we conventionally fix the probability of incorrectly re-
jecting the null hypothesis (i.e., rejecting it when it is actually true) to
0.05. This quantity is called Type I error probability. Note here that
if we fit k separate statistical models, the Type I error probability in-
creases, and a correction is needed in order to retain an overall Type
I error probability of 0.05. One popular one is the Bonferroni correc-
tion: the corrected Type I error is 0.05/k.

The above statistical model includes an important assumption,
namely that the DV, are independent and identically distributed. The
independence requirement means that each data point i is assumed to
be independent from all others — this assumption is implausible when
the same participant is delivering 24 data points. The other require-
ment, identical distribution, is that all DVs are assumed to come from
a normal distribution with the same variance. Linear mixed models
have been developed to address the fact that the DVs are not inde-
pendent; these models estimate between-subject variance (or equiv-
alently, within-subject covariance) in addition to the o mentioned
above, thereby taking the dependency within each subject’s responses
into account. The above linear model can be expanded quite easily to
a linear mixed model:

DV; = o+ b; + ;Pronoun; + 5,RC; + ¢; 4)

Here we have an extra term, b;, called a varying intercept term,
which represents each subject’s adjustment to the baseline reading
time [3,: subjects who are faster than average would have negative
b;, and those slower than average, positive b;. These b; are not es-
timates; they are best linear unbiased predictors (BLUPs) generated
after between-subject variance has been estimated. Thus, the above
model assumes that e ~ N(0,c) but also that b; ~ N(0,0;;), where
oy, is the between-subject variance (or, equivalently, within-subject
covariance). For our purposes, subject-level variance is a nuisance
variable, and we only need to take it into account in the model; our
principal interest remains focused on the estimates of the coefficients
B; and B,, and in hypothesis tests associated with these coefficients.
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Note that in linear mixed models p-values are difficult to compute for
various technical reasons, but an absolute t-value greater than 2 can
reasonably be assumed to be statistically significant at Type I error
probability 0.05.

Two extensions of the above model are as follows. Apart from
between-subject variance, we also want to take into account between-
item variance. For this reason, we can introduce another additive term
in the model analogous b;, call it ¢;, which comes from a distribu-
tion N(0,0y,). Thus, it is easy to add a varying intercept for items
as well, and this requires the model to estimate a further variance
component, that due to between-item variability. A second extension
involves an adjustment for subject (and item) in the coefficients f3;
and f3,. This is called a varying slopes model. Such adjustments to the
coefficients 8; and 8, simply take into account possible variability
between subjects (and items) in their response to the pronoun and rel-
ative clause manipulation; for example, some subjects may speed up
much more than others due to the pronoun vs. gap manipulation, and
some items may have a greater impact on the pronoun vs. gap manip-
ulation. Models with varying slopes take this variability into account.
This is by no means the whole story regarding linear mixed models,
but it does provide the reader with some guidance on how we analyzed
the data.

One further twist is the issue of non-normality of residuals. Sta-
tistical inference based on the models discussed above crucially de-
pends on normal distribution theory; the residuals e are assumed to
be normally distributed, and the BLUPs are too. When residuals are
not normally distributed (this is usually the case in analyses of read-
ing studies using raw reading times as dependent measures) the above
models may no longer be applicable. One solution to this issue is to
use generalized linear mixed models (we will not discuss this solution
here); another is to find a transformation to the data such that the vari-
ance is stabilized and the normality assumptions are approximately
satisfied. Box and Cox (1964) developed a procedure for stabilizing
variance, which is now known as the Box-Cox procedure and is avail-
able through the MASS package (Venables and Ripley 2002) in R as
the function boxcox. Briefly, the function discovers (using maximum
likelihood estimation) the transformation needed in order to stabilize
variance.
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In our reading time data, the transform suggested by the Box-Cox
procedure is the reciprocal. We changed this to a negative reciprocal
in order to make it easier to interpret the sign of the estimated coeffi-
cients (the reciprocal converts the reading time to rate of processing;
so a smaller value on the transformed scale is a slower rate, and a
larger value corresponds to a faster rate).

Next, we briefly explain the model fitted for response accuracy,
which is a proportion. To analyze these, we used the generalized lin-
ear modeling (GLM) framework (more specifically, generalized linear
mixed models). The basic idea in GLMs is that we assume that re-
sponses are generated by a binomial distribution. Instead of assuming
that the dependent variable is a proportion u, we transform it to log-
odds and specify a linear relationship between the predictor x and the
log-odds: log[ﬁ] = fBo+PB;x. The generalized linear mixed model ex-
tends this framework to deal with grouped data, as discussed above,
with varying intercepts, etc. The essential point here is that again we
are testing null hypotheses of the form H, : #; = 0, where the coeffi-
cient is in the log-odds scale.

This work is licensed under the Creative Commons Attribution 3.0 Unported License.
http://creativecommons.org/licenses/by/3.0/
[@)er |
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ABSTRACT

The grammar framework presented in this paper combines Lexicalized
Tree Adjoining Grammar (LTAG) with a (de)compositional frame se-
mantics. We introduce elementary constructions as pairs of elemen-
tary LTAG trees and decompositional frames. The linking between
syntax and semantics can largely be captured by such constructions
since in LTAG, elementary trees represent full argument projections.
Substitution and adjunction in the syntax then trigger the unifica-
tion of the associated semantic frames, which are formally defined
as base-labelled feature structures. Moreover, the system of elemen-
tary constructions is specified in a metagrammar by means of tree and
frame descriptions. This metagrammatical factorization gives rise to a
fine-grained decomposition of the semantic contributions of syntactic
building blocks, and it allows us to separate lexical from constructional
contributions and to carve out generalizations across constructions. In
the second half of the paper, we apply the framework to the analysis of
directed motion expressions and of the dative alternation in English,
two well known examples of the interaction between lexical and con-
structional meaning.

1 INTRODUCTION

The meaning of a verb-based construction depends not only on the
lexical meaning of the verb but also on its specific syntagmatic en-
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vironment. Lexical meaning interacts with constructional meaning in
intricate ways and this interaction is crucial for theories of argument
linking and the syntax-semantics interface. These insights have led
proponents of Construction Grammar to treat every linguistic expres-
sion as a construction (Goldberg 1995). But the influence of the syn-
tagmatic context on the constitution of verb meaning has also been
taken into account by lexicalist approaches to argument realization
(e.g., Van Valin and LaPolla 1997). The crucial question for any the-
ory of the syntax-semantic interface is how the meaning components
are distributed over the lexical and morphosyntactic units of a linguis-
tic expression and how these components combine. In this paper, we
describe a grammar model that is sufficiently flexible with respect to
the factorization and combination of lexical and constructional units
both on the syntactic and the semantic level.

The proposed grammar description framework combines Lexical-
ized Tree Adjoining Grammar (LTAG) with decompositional frame seman-
tics and makes use of a constraint-based, “metagrammatical” specifi-
cation of the elementary syntactic and semantic structures. The LTAG
formalism has the following two key properties (Joshi and Schabes
1997):

* Extended domain of locality: The full argument projection of a lex-
ical item can be represented by a single elementary tree. The do-
main of locality with respect to dependency is thus larger in LTAG
than in grammars based on context-free rules. Elementary trees
can have a complex constituent structure.

« Factoring recursion from the domain of dependencies: Constructions
related to iteration and recursion are modelled by the operation of
adjunction. Examples are attributive and adverbial modification.
Through adjunction, the local dependencies encoded by elemen-
tary trees can become long-distance dependencies in the derived
trees.

Bangalore and Joshi (2010) subsume these two properties under the
slogan “complicate locally, simplify globally.” The idea is that basi-
cally all linguistic constraints are specified over the local domains rep-
resented by elementary trees and, as a consequence, the composition
of elementary trees can be expressed by the two general operations
substitution and adjunction. This view of the architecture of grammar,
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which underlies LTAG, has direct consequences for semantic represen-
tation and computation. Since elementary trees are the basic syntactic
building blocks, it is possible to assign complex semantic representa-
tions to them without necessarily deriving these representations com-
positionally from smaller parts of the tree. Hence, there is no need to
reproduce the internal structure of an elementary syntactic tree within
its associated semantic representation (Kallmeyer and Joshi 2003). In
particular, one can employ “flat” semantic representations along the
lines of Copestake et al. (2005). This approach, which supports the
underspecified representation of scope ambiguities, has been taken
up in LTAG models of quantifier scope and adjunction phenomena
(Kallmeyer and Joshi 2003; Gardent and Kallmeyer 2003; Kallmeyer
and Romero 2008).

The fact that elementary trees can be directly combined with
semantic representations allows a straightforward treatment of id-
iomatic expressions and other non-compositional phenomena, much
in the way proposed in Construction Grammar. The downside of this
“complicate locally” perspective is that it is more or less unconcerned
about the nature of the linguistic constraints encoded by elementary
trees and about their underlying regularities. In fact, a good part
of the linguistic investigations of the syntax-semantics interface are
concerned with argument realization, including argument extension
and alternation phenomena (e.g. Van Valin 2005; Levin and Rap-
paport Hovav 2005; Miiller 2006). Simply enumerating all possible
realization patterns in terms of elementary trees without exploring
the underlying universal and language-specific regularities would be
rather unsatisfying from a linguistic point of view.

The mere enumeration of basic constructional patterns is also
problematic from the practical perspective of grammar engineering
(Xia et al. 2010): the lack of generalization gives rise to redundancy
since the components shared by different elementary trees are not rec-
ognized as such. This leads to maintenance issues and increases the
danger of inconsistencies. A common strategy to overcome these prob-
lems is to introduce a tree description language which allows one to
specify sets of elementary trees in a systematic and non-redundant way
(e.g. Candito 1999; Xia 2001). The linguistic regularities and general-
izations of natural languages are then captured on the level of descrip-
tions. Since LTAG regards elementary trees as the basic components

[ 269 ]



Laura Kallmeyer, Rainer Osswald

of grammar, the system of tree descriptions is often referred to as the
metagrammar. Crabbé (2005) proposes a purely constraint-based ap-
proach to metagrammatical specification (see also Crabbé and Duchier
2005), which does not presume a formal distinction between canoni-
cal and derived patterns but generates elementary trees uniformly as
minimal models of metagrammatical descriptions. We will adopt this
approach for our framework because of its clear-cut distinction be-
tween the declarative level of grammatical specification and procedu-
ral and algorithmic aspects related to the generation of the elementary
trees.

Existing metagrammatical approaches in LTAG are primarily con-
cerned with the organization of general valency templates and with
syntactic phenomena such as passivization and wh-extraction. The se-
mantic side has not been given much attention to date. However, there
are also important semantic regularities and generalizations to be cap-
tured within the domain of elementary constructions. In addition to
general semantic constraints on the realization of arguments, this also
includes the more specific semantic conditions and effects that go
along with argument extension and modification constructions such
as resultative and applicative constructions, among others. In order
to capture phenomena of this type, the metagrammatical descriptions
need to include semantic constraints as well. In other words, an anal-
ysis of the syntax-semantics interface given by elementary construc-
tions that goes beyond the mere enumeration of form-meaning pairs
calls for a (meta)grammatical system of constraints consisting of both
syntactic and semantic components. Note that such an approach does
not imply a revival of the idea of a direct correspondence between
syntactic and semantic (sub)structures — an assumption which LTAG
has abandoned for good reasons.

The framework proposed in this paper treats the syntactic and
the semantic components of elementary constructions as structured
entities, trees on the one hand and frames on the other hand, with-
out requiring that there be any structural isomorphism between them.
Frames can be understood as cognitive structures representing situa-
tions or states of affairs, and they can be formalized as typed feature
structures (see Section 3). The metagrammar specifies the syntactic
and semantic properties of constructional fragments and defines how
they can combine to form larger constructional fragments. There is
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no need for a structural isomorphism between syntax and semantics
simply because the relation between the syntactic and semantic com-
ponents is explicitly specified. Below we illustrate this program of de-
composing syntactic trees and semantic frames in the metagrammar
by a case study on directed motion expressions and on the dative alter-
nation in English, which are well known to be sensitive to lexical and
constructional meaning components. We will show how the construc-
tional aspects that these phenomena have in common can be captured
within the metagrammatical decomposition.

A long-term goal of the work described in this paper is the devel-
opment of a grammar engineering framework that allows a seamless
integration of lexical and constructional semantics. More specifically,
the approach provides Tree Adjoining Grammars with a decomposi-
tional lexical and constructional semantics and thereby complements
existing proposals which are focused on standard sentence semantics.
From a wider perspective, the framework can be seen as a step towards
a formal and computational account of some key ideas of Construction
Grammar a la Goldberg since the elementary trees of LTAG combined
with semantic frames come close to what is regarded as a construc-
tion in such approaches. Frameworks with similar goals are Embod-
ied Construction Grammar (Bergen and Chang 2005) and Sign-Based
Construction Grammar (Sag 2012).

The structure of the paper is as follows: Section 2 gives a short
introduction to LTAG and the metagrammar approach; Section 3 in-
troduces the idea of a frame-based semantics and provides the formal
details of the kind of feature structures and feature logic we use for
frame-semantic modelling. In Section 4, we present our model of the
syntax-semantics interface, which crucially relies on elementary con-
structions defined as pairs of LTAG trees and semantic frames. We put
the framework to work by modelling the syntax-semantics interface of
directed motion and caused motion constructions (Section 5) and the
dative alternation in English (Section 6). Section 7 briefly discusses
the computational complexity of syntactic and semantic composition.
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2 LEXICALIZED TREE ADJOINING GRAMMARS

2.1 Brief introduction to TAG

Tree Adjoining Grammar (TAG, Joshi and Schabes 1997; Abeillé and
Rambow 2000) is a tree-rewriting formalism. A TAG consists of a fi-
nite set of elementary trees. The nodes of these trees are labelled with
non-terminal and terminal symbols, with terminals restricted to leaf
nodes. Starting from the elementary trees, larger trees are derived by
substitution (replacing a leaf with a new tree) and adjunction (replac-
ing an internal node with a new tree). Sample elementary trees and
a derivation are shown in Figure 1. In this derivation, the elementary
trees for John and spaghetti substitute into the subject and the object
slots of the elementary tree for likes, and the obviously modifier tree
adjoins to the VP node.

In case of an adjunction, the tree being adjoined has exactly one
leaf that is marked as the foot node (marked by an asterisk). Such a
tree is called an auxiliary tree. To license its adjunction to a node n,
the root and foot nodes must have the same label as n. When adjoining
it to n, in the resulting tree, the subtree with root n from the original
tree is attached to the foot node of the auxiliary tree. Non-auxiliary
elementary trees are called initial trees. A derivation starts with an
initial tree. In a final derived tree, all leaves must have terminal la-
bels. In a TAG, one can specify for each node whether adjunction is
mandatory and which trees can be adjoined.

In order to capture syntactic generalizations in a more satisfac-
tory way, the non-terminal node labels in TAG elementary trees are
usually enriched with feature structures. The resulting TAG variant
is called Feature-structure based TAG (FTAG, Vijay-Shanker and Joshi
1988). In an FTAG, each node has a top and a bottom feature struc-
ture (except substitution nodes that have only a top structure). Nodes

derived tree:
S S

/\ /\
NP-—. NP VP NP VP
NP John  Adv
VP v
John T \‘/ vau/ ‘ ‘
Adv VP* . obviously V NP
spaghetti ‘ ‘

‘ likes

obviously likes spaghetti
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in the same elementary tree can share features. Adjunction constraints
are expressed via the feature structures. An example is given in Fig-
ure 2, where the top feature structure is notated as a superscript and
the bottom feature structure as a subscript of the respective node. The
features in this example are taken from the XTAG grammar (XTAG Re-
search Group 2001). In the singing tree the label [1] is used to express
the fact that the agreement features of the VP have to be the same as
those of the subject NP. Furthermore, the different MODE values in the
top and bottom feature structures of the VP node express an obligatory
adjunction constraint. Since the values are different, the two feature
structures cannot unify. Consequently, one has to adjoin a tree that
separates the top structure from the bottom structure.

During substitution and adjunction, the following unifications
take place. In a substitution operation, the top of the root of the new

.----- VP[AGR=[5,MODE=[3]]

[AGR=[T]] [AGR=[I,MODE=ind] _ .~
NPy VPtopE=ger] * MODE=Find] - -
k | Vs = VP*[MODEfger]
v [AGR=[2][PERS=3,NUM=sg]]
[ ‘ \
NP _ _ _ L
[AGRf[PER‘SfB,NUMfsg]] singing s
John
result of derivation: S
NpLAGR=TT] yplAGR=IMODE=ind]
[AGR=[PERS=3,NUM=sg]] [AGR=Z,MODE=[3]]
’ [MODE=[3]ind] [MODE=ger]
John VY AGR=EI[PERS=3,NUM=s¢]] [MODE=ger]
is \‘/
singing
derived tree after top-bottom unifications: S

NP[AGR =[] VP [AGR = !:PERS =3,NUM = sg]}
MODE = ind

»
John A% |:MODE _ indi| VP[MODE = ger]
is \‘/
singing
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initial tree unifies with the top of the substitution node. In an adjunc-
tion operation, the top of the root of the new auxiliary tree unifies
with the top of the adjunction site and the bottom of the foot of the
new tree unifies with the bottom of the adjunction site. Furthermore,
in the final derived tree, top and bottom must unify for all nodes.
See again Figure 2 for an example. The middle tree shows the result
of the derivation, including feature unifications arising from substi-
tutions and adjunction. The lower tree shows the result one obtains
after the final top-bottom unification. As illustrated by this example,
constraints among dependent nodes can be more easily expressed in
FTAG than in the original TAG formalism. Since the set of feature
structures allowed in a given TAG is finite, the feature structures do
not extend the generative capacity of the formalism and do not in-
crease its parsing complexity.

2.2 Elementary trees and tree families

The elementary trees of a TAG for natural languages are subject to
certain principles (Frank 2002; Abeillé 2002). Firstly, they are lexi-
calized in that each elementary tree has at least one lexical item, its
lexical anchor. A lexicalized TAG (LTAG) is a TAG that satisfies this
condition for every elementary tree. Secondly, each elementary tree
associated with a predicate contains “slots”, that is, leaves with non-
terminal labels (substitution nodes or foot nodes) for all and only the
arguments of the predicate (6-criterion for TAG). Most argument slots
are substitution nodes, in particular the nodes for nominal arguments
(see the elementary tree for likes in Figure 1). Sentential arguments
are realised by foot nodes in order to allow long-distance dependency
constructions such as Whom does Paul think that Mary likes?. Such ex-
tractions can be obtained by adjoining the embedding clause into the
sentential argument (Kroch 1989; Frank 2002).

LTAG allows for a high degree of factorization inside the lexicon,
i.e., inside the set of lexicalized elementary trees. One factorization
arises from separating the specification of unanchored elementary trees
from their lexical anchors. The set of unanchored elementary trees is
partitioned into tree families where each family represents the different
realizations of a single subcategorization frame. For transitive verbs
such as hit, kiss, admire, etc. there is a tree family (see Figure 3) con-
taining the patterns for different realizations of the arguments (canon-
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ical position, extraction, etc.) in combination with active and passive.
The node marked with a diamond is the node that gets filled by the
lexical anchor.

2.3 Metagrammatical decomposition of elementary trees

Unanchored elementary trees are usually specified by means of a meta-
grammar (Candito 1999; Crabbé and Duchier 2005; Crabbé et al. 2013)
which consists of dominance and precedence constraints and category
assignments. The elementary trees of the grammar are then defined as
the minimal models of this constraint system. The metagrammar for-
malism allows for a compact grammar definition and for the formula-
tion of linguistic generalizations. In particular, the metagrammatical
specification of a subcategorization frame defines the set of all unan-
chored elementary trees that realize this frame. Moreover, the formal-
ism allows one to define tree fragments that can be used in different
elementary trees and tree families, thereby giving rise to an additional
factorization and linguistic generalization. Phenomena that are shared
between different tree families such as passivization or the extraction
of a subject or an object are specified only once in the metagrammar
and these descriptions become part of the descriptions of several tree
families.

Let us illustrate this with the small metagrammar fragment given
in Figure 4 that can be implemented in XMG (eXtensible MetaGram-
mar; cf. Crabbé et al. 2013). Each class is represented in a box with
the name of the class on top. The box contains a graphical representa-
tion of the tree description specified in the class and it contains other
classes used in this class. The class Subj does not use any other class
and it contains a tree description specifying that there are four nodes
labelled S, NP, VP and V with the dominance (dashed edge), imme-
diate dominance (solid edge) and immediate linear precedence (<)
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Figure 4: Class nOVn1
MG classes for
transitive verbs Class nOV Class DirObj
(only canonical VP
word order) Class Subj Class VSpine

Vo <* NP

S VP{aGR=(]
/\
NPLAGR=LI] _ y/p[AGR=2]

VolAGR=]

Vo

relations depicted in Figure 4. The diamond on the V node marks this
node as the lexical anchor. Concerning features, the AGR feature values
of the NP and VP nodes must be equal. The class VSpine specifies that
there are nodes with categories VP and V with an immediate domi-
nance such that the AGR features of the two nodes are equal. The class
nOV uses the two classes for the subject and the verbal spine without
adding any further constraints to the resulting tree description. Com-
puting a minimal model for this class amounts to finding a tree that
contains only nodes and edges described in the class. Since the lexi-
cal anchor is unique, the two anchor V nodes in n0V must be equal.
This means that the only minimal model of nOV is the elementary tree
for intransitive verbs with the subject in canonical position. The class
DirObj in Figure 4 specifies that a direct object can be realized by an NP
node that is immediately dominated by a VP node and that is a right
sister of the V anchor node (<* stands for linear precedence). Combin-
ing this class with the nOV class yields the class nOVn1 for transitive
verbs that leads, in this simple example, to the first tree of Figure 3 as
a minimal model. The tree descriptions allow for conjunction and dis-
junction but not for quantification or negation. As we have seen, each
class can use other classes and add new constraints on the minimal
models to be computed.

3 DECOMPOSITIONAL FRAME SEMANTICS

3.1 Frame semantics and lexical decomposition

The program of Frame Semantics initiated by Fillmore (1982) aims
at capturing the meaning of lexical items in terms of frames, which
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are to be understood as cognitive structures that represent the de-
scribed situations or state of affairs. In their most basic form, frames
represent the type of a situation and the semantic roles of the par-
ticipants; they correspond to feature structures of the kind shown in
Figure 5. Frame semantics as currently implemented in the Berke-
ley FrameNet project (Fillmore et al. 2003) builds basically on role
frames of this form, and it is a central goal of FrameNet to record
on a broad empirical basis how the semantic roles are expressed in
the morphosyntactic environment of the frame-evoking word. The ul-
timate goal of the FrameNet project is to devise a sufficiently rich
collection of frames that allows one to describe all kinds of spe-
cific and general situation types. FrameNet frames can be related
to each other in various ways. For instance, a frame can be char-
acterized as being more specific than another frame (inheritance),
or as putting a different focus on the involved participants (per-
spectivalization), or as being the cause or the effect component of
a complex causation event. It is this interrelatedness of frames which,
according to Fillmore (2007), will eventually give rise to general-
izations about the morpho-syntactic realization of semantic argu-
ments.

As shown by Osswald and Van Valin (2014), Fillmore’s goal of
deriving generalizations about the syntax-semantics interface would
profit considerably from an analysis that takes into account the in-
ternal structure of events and state of affairs in a systemic way. This
observation is in line with the fact that, in contrast to pure semantic
role approaches to argument realization, many current theories of the
syntax-semantics interface are based on predicate decomposition and
event structure analysis (cf. Levin and Rappaport Hovav 2005, for an
overview). These theories assume that the morphosyntactic realiza-
tion of an argument depends crucially on the structural position of
the argument within the decomposition. A simple example of such a
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decomposition for the transitive verb break is shown in (1), using the
notation of Rappaport Hovav and Levin (1998).}

(1)  [[x ACT] CAUSE [BECOME [y BROKEN]]]

However, the precise status of such terms with respect to formal in-
terpretation and inferencing is mostly neglected in the literature on
argument realization.

3.2 Semantic frames as models of meaning

It is a central goal of the approach presented in this paper to inte-
grate the template-based event structure decompositions with a fully
formalized frame semantics. Such a decompositional semantic repre-
sentation allows us to associate specific components of the semantic
representation with specific syntactic fragments in the metagrammar.
Crucially, we take the semantic structures associated with the syntac-
tic structures as genuine semantic representations, not as some kind of
yet to be interpreted logical expressions. The grammar generated by
the metagrammar then consists of pairs of elementary morphosyntac-
tic trees and elementary meaning structures. In Section 4, we will refer
to such pairs as elementary constructions. The minimal model view is
thus adopted for the semantic dimension as well: the semantic struc-
tures of elementary constructions are defined as minimal models of
the constraints specified in the metagrammar — in much the same way
as the syntactic structures of elementary constructions are minimal
models of the specifications in the metagrammar. 2

Let us return to the decomposition given in (1). It says, basically,
that an event denoted by transitive break consists of an activity of
someone or something x which causes a certain change of state of

1 The idea of using representations of this kind for predicting argument real-
ization patterns can be traced at least back to Foley and Van Valin (1984); see
also Van Valin and LaPolla (1997).

2The use of minimal models in computational semantics has also been pro-
posed by Blackburn and Bos (2003), among others; see also Konrad (2004). A
view closely related to ours is advocated by Hamm et al. (2006), who propose
that the logical expressions used in semantics are best considered as constraints
on possible models, understood as conceptual representations. The main purpose
of the logical expressions is then to characterize the minimal models, which play
a crucial role in semantic processing.
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a) b)
[ causation i causation
activity CAUSE © EFFECT
CAUSE L.
ACTOR activity ,/ \ change-of-state
o) o o
change-of-state ACTOR l l RESULT
EFFECT broken-state ©) O broken-state
RESU
PATIENT PATIENT

something y, namely y becoming broken. Put differently, the events
in question are of type causation and have as their CAUSE component
an (unspecified) activity of x and as their EFFECT component a change
of state that results into y’s state of being broken. There are various
ways of explicating (1) in logical terms. For instance, if we take the
paraphrase just given as a blueprint, a possible logical formulation
could look like (2).

2 causation(e) A CAUSE(e,e’) A EFFECT(e, e”) A activity(e’) A ACTOR(e’, x)
A change-of-state(e”) A RESULT(e”,s) A broken-state(s) A PATIENT(s, y)

Let us keep aside for the moment the question of how to treat the
arguments of the predicates in (2), that is, whether to treat them as
constants or as variables, and if as variables, whether and how they
are bound by quantification or lambda abstraction. Representations
of verb meaning like (2) are closely related to Neo-Davidsonian ap-
proaches to event semantics as proposed in Parsons (1990), among
others (cf. Maienborn 2011).

It is important to notice that CAUSE is used differently in (1) and
(2). In (1), CAUSE is to be interpreted as a relation between an activity
and a change of state, that is, as the causation relation between events.
In (2), by contrast, CAUSE denotes a functional relation that relates a
causation event e to its cause component ¢’. In fact, it is an essential
property of (2) that all binary relations involved are functional. This al-
lows us to associate with (2) the frame shown in Figure 6, with frames
understood as potentially nested typed feature structures, possibly ex-
tended with additional constraints. The graph on the right of the figure
can be regarded either as an equivalent presentation of the frame, or
as a minimal model of the structure on the left if the latter is seen as
a frame description. Frame representations combine two central as-
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pects of template-based decompositions and logical representations:
like decompositional schemas, frames are concept-centered and have
inherent structural properties; and like logical representations they
are flexible and can be easily extended by additional subcomponents
and constraints. Using frames for semantic representation is also in
line with Lobner’s (2014) hypothesis about the structure of represen-
tations in the human cognitive system. And, last but not least, due to
their functional backbone, frames have good computational properties
(see Section 3.3 and Section 7).

3.3 Formal specification of frames

In the following, we define frames of the type depicted in Figure 6b in
a more formal way as graph-like structures, and we define the notions
of subsumption and unification of frames. Moreover, we introduce a
specification language for frames, which we employ for extending the
description of elementary syntactic trees in the metagrammar by a
frame-semantic dimension. In analogy to the syntactic dimension, se-
mantic frames are considered as minimal models of metagrammatical
specifications. A good part of the following formal framework builds
on existing work on feature logics as summarized in Rounds (1997).

3.3.1 Base-labelled feature structures with types and relations

Ordinary feature structures as defined, e.g., in Carpenter (1992) come
with a distinguished node, the root, from which each other node of
the structure is reachable along the (directed) edges of the graph. In
the example in Figure 6, the root node is given by the node labelled
by 0. The standard unification of feature structures requires the re-
spective roots to be identified. Semantic composition associated with
TAG operations, however, typically calls for unifying a certain seman-
tic structure with a substructure of another structure; this is even the
case for plain argument insertion. Moreover, in later sections we will
see examples of semantic structures for which the assumption of more
than one root node seems appropriate. We therefore employ typed
feature structures with multiple base nodes.> Furthermore, we also al-
low relations between nodes (see Section 5.2 for an application where

30ur approach builds partly on Hegner (1994). The need for multi-rooted
feature structures in the context of language modelling has also been noted by
Sikkel (1997).
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the relation in question is the mereological part-of relation between
regions of space).

It is useful to first define the structures in question without ex-
plicitly mentioning the multiple base nodes involved. The following
definition presumes a signature (A, T,R) consisting of a finite set A of
attributes, a finite set T of types, and a finite set R of relation sym-
bols. Each relation symbol r €R has an arity a(r)€{2,3,4,...} and we
write R,, for the set of n-ary relation symbols.* A typed feature structure
with relations over the signature (A, T,R) is a quadruple (V, 6,7, p) in
which V is a finite set of nodes; 6 is a partial function from V x A
to V, the node transition function; v is a function from V to p(T),
the typing function; and p is a function defined on (J{V"|n € a(R)}
which takes elements from V" to subsets of R,. Note that our defi-
nition comes without a type hierarchy and that the typing function
T assigns sets of types to each node. The reason is that we prefer
to handle type hierarchies as generated by type constraints (cf. Sec-
tion 3.3.4 below). If 7(v) = @, this means that v has the most general
type.®

The standard definition of subsumption® can be adapted to our
framework in a straightforward way. Given two feature structures F; =
(V1,64,71,01) and Fy = (V,, 6,5, T4, 05) OVer (A, T,R), then F; subsumes
F,, in symbols, F; C F,, if there is a function h from V; to V,, called a
morphism, which has the following properties:

« If 5,(v,f) is defined for veV and f €A,
then 6,(h(v), f) is defined and &,(h(v), f) = h(6,(v, f)).

» For every veV, 7,(v) C 7,(h(v)).

« For every n € a(R) and v,,...,v, €V,
P1(V1,. ., v,) € po(h(vy),...,h(v,)).

4Strictly speaking, the arity function a is part of the signature, but we keep
this aside for ease of exposition.

5Note that types could have also been introduced as unary relation symbols;
but for the task of semantic modelling it seems appropriate to concede a special
status to sortal information. Conversely, we could get rid of the relations by
reifying tuples of nodes by separate nodes which are related to the elements
of the tuple by special “argument” attributes.

6¢f, e.g., Rounds (1997).
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Figure 7:
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The subsumption relation defined this way is a preorder, but notice
that mutual subsumption does not imply isomorphism, as illustrated
by the example in Figure 7.

The above definition of feature structures does not yet capture
one of the most crucial aspects of frame-based modelling, namely the
property that every component is accessible via attributes from a dis-
tinguished set of base nodes. In order to formalize this requirement,
let B be a countably infinite set of base labels. Without loss of gen-
erality, we may assume that B = {[0],[1],[2],...}. A base-labelled feature
structure over (A, T, R, B) is now defined as feature structure (V, 6,1, p)
over (A, T,R) together with a partial function § from B to V, the base-
labelling function, such that every node is reachable from some base
node, i.e., from some element of $(B) C V via node transitions; that
is, with § extended to a partial function from V x A* to V in the usual
way, for every v € V there is a v/ € B(B) and an attribute path p € A*
such that v =6/, p).

Morphisms between base-labelled feature structures are required
to respect the base labelling. That is, a morphism between two base-
labelled feature structures G, = (F;,3;) and G, = (F,,3,) is a mor-
phism h from F; to F, such that if $8;(1) is defined for | € B, then
Bo(1) = h(B1(1)). In particular, this implies that if we add additional
base labels to a given feature structure by extending the domain of
the base-labelling function, we get a more specific feature structure
with respect to subsumption; see Figure 8 for an example. It is not
difficult to see that there exists at most one morphism between two
base-labelled feature structures over a given signature; hence mutual
subsumption now implies isomorphism. It follows that we can speak
of “the” least upper bound G, U G, of two base-labelled feature struc-
tures G; and G, with respect to C, which is uniquely determined up to
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isomorphism, if existent at all. Hegner (1994) shows that there are ef-
ficient unification algorithms for computing G, LG, (see also Section 7).

The usual scenario for the unification of base-labelled feature
structures in the applications described in the following sections pre-
sumes that they come with disjoint sets of labels. This means that
feature structures need to be relabelled, if required. Formally, (F, 5} is
a relabelling of (F, ) if there is a function o on B such that 8'(c(B)) =
B(B), i.e., if the same nodes of F are base-labelled as before.

Let G, = (F1,B;) and G, = (F,, 3,) be two base-labelled feature
structures with disjoint labellings, that is, §; and S, have disjoint do-
mains. Suppose [0] is a base label of G; and (1] is a base label of G,. Then,
when we speak of the unification of G; and G, under “identification
of [0 and [1]”, we mean the unification, as defined above, of G; and G,
where G; is the relabelling of G, resulting from adding the label [i to
the node labelled by [0l. Note that we can also define G| without resort-
ing to relabelling by unifying G, with a single-node feature structure
without attributes, type, and relations, where the single node carries
the labels [0] and [1].

3.3.2 Attribute-value descriptions

In order to specify semantic frames in the metagrammar, we need a
declarative language for describing the structures introduced in the
last section. The crucial point about the base labelling is that a fea-
ture structure can be characterized completely by restricting explicit
reference to base-labelled nodes only. The reason is that every node
of a base-labelled feature structure is accessible from one of the base
nodes via successive attribute transitions.

The following language of attribute-value descriptions builds on
the versions summarized in Rounds (1997), extended by notations
taken from Hegner (1994) and Osswald (1999). First, we introduce
the language of general attribute-value descriptions, which allows us to
talk about arbitrary nodes of a feature structure. The primitive general
attribute-value descriptions over a signature (A, T, R) are expressions of
theformt,r,p:t,p=q,p=q, (p1,...,p,) : 7 and (py,...,p,) : r, with
D,Diq €A, teT, and r €R. Let F be a feature structure (V, 5,71, p) of
signature (A, T,R) with v,w,v; € V. The satisfaction relation = between
nodes (and node tuples) of F and attribute-value descriptions is de-
fined as follows:
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3 a. vEt iff ver(t)
b. (vi,...,vp)ET iff (vi,...,v)ep(r)
c. VvEp:t iff 5(v,p)Et
d vEp=gq iff 6(v,p)=46(v,q)
e. (vyw)Ep=gq iff 5(v,p)=256(w,q)
f. VE((Di,.-5Pn) i T iff (6(v,p1),...,6(v,p ) ET
g (v, V) Eprs..,pn) i iff (6(v,p1)s-, 6V D) ET

We allow general attribute-value descriptions (of the same arity) to be
combined by all Boolean connectives plus T (true) and L (false), with
the usual Boolean semantics. Moreover, it is convenient to allow at-
tribute prefixing for arbitrary (one-place) attribute-value descriptions.
For instance, if ¢ is a general one-place description and p €A*, then
p : ¢ is also a general attribute-value descriptions, with v F p : ¢ iff
6(v,p) E ¢.

Now let us add base labels to the description language. Labelled
attribute-value descriptions are of the form [ - ¢, l-p = k- q, and
(I; - p1s---> 1y - pn) : 1, With k,1,[; €B. In contrast to general descrip-
tions, which are satisfied by nodes of a feature structure, labelled de-
scriptions are satisfied by base-labelled feature structures.

4 a (EB)FL-¢ iff B(OF ¢
b. (EB)Fl-p=k-q iff (B(D),B(k))Fp=gq
c. (EBYE(l -p1,-.-sly-py):r iff
(0(B(l1),p1)-.-,6(B(L,),p)) F T

In the case of the empty attribute path ¢, we write [ instead of [ - «.
Again, we allow Boolean combinations of labelled descriptions.

Every base-labelled feature structure can be characterized by a fi-
nite conjunction of primitive labelled attribute-value descriptions. For
instance, the frame structure of Figure 6 is specified by the following
conjunction:

5) [0]: causation A [0]- CAUSE: activity A [0]- CAUSE ACTOR =[1] A
[0]- EFFECT : change-of-state A [0]- EFFECT RESULT : broken-state A
[0]- EFFECT RESULT PATIENT =

Note that the attribute-value matrix shown in Figure 6a can be re-
garded as a normal form of the attribute-value description in (5), with
conjunction symbols left implicit.
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3.3.3 Reformulation in first-order predicate logic

It is not difficult to reformulate the attribute-value descriptions intro-
duced above as expressions in first-order predicate logic, thereby re-
garding feature structures as standard set-theoretic models. This view-
point is useful because predicate logic is the most conceptually ba-
sic logical language at hand and, moreover, it gives us a better con-
nection to standard approaches in linguistic semantics, such as Neo-
Davidsonian approaches (cf. Section 3.2).

First we need to become clear about what to make of the signature
in the context of a first-order interpretation. For the elements of A, T,
and R this is fairly obvious: attributes denote functional relations and
are hence to be seen as two-place predicates; types are one-place pred-
icates; n-ary relation symbols are n-place predicates. The treatment of
the elements of B is slightly more intricate. Since base labels serve
as names, it seems appropriate to regard them as constants. However,
the standard way of interpreting constants in first-order logic requires
each of them to correspond to an element of the underlying domain,
which is not the case for the base labels since only some of them are
used in a given structure. The solution is to treat them as one-place
predicates, with the additional requirement that they are satisfied by
at most one element of the domain.”

An interpretation of A, T, R, and B in the usual sense of first-order
logic is a pair (D, M), consisting of a set D, the domain (or universe)
and an interpretation function M which takes the elements of A to binary
relations on D, the elements of T and B to subsets of D, and elements of
R of arity n to n-ary relations on D. Since we require attribute relations
to be functional and base labels to denote at most one element, we are
only interested in interpretations that satisfy the following axioms for
all f €A l€B:

7 Our use of base labels is similar to using nominals in modal logic reformula-
tions of attribute-value logic as proposed by Blackburn (1993). While Blackburn
introduces nominals to replace path-value identities, we keep the latter expres-
sions and reserve base labels for node identification “visible from the outside”. In
particular, base labels matter for subsumption and unification. Another approach
worth mentioning is that of Reape (1994), who introduces a polymodal language
with nominals and relations.
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(6) a. VxVyVz(f(x,y)Af(x,2) >y =2)
b. VxVy(I(x)Al(y)—x=y)

In other words, we are interested in models of the theory given by the
axioms in (6).

Next, we need to rephrase the attribute-value descriptions in (3)
and (4) as first-order expressions. One way to do this is to explicate
the intended meaning of these descriptions in terms of predicate logic.
Consider, for instance, attribute-value descriptions of the form p : t
(3-c). Descriptions of this sort can be phrased as ‘x such that the p of
x is a t’. For example, EFFECT : change-of-state is short for ‘e such that
the effect of e is a change-of-state’. Formally, this formulation can be
rendered as Ax(t(¢y(p(x,y)))). Elimination of the definite description
gives Ax(Jy(p(x,y) A t(y))) plus a uniqueness constraint that is al-
ready captured by (6-a). Hence, p : t can be explicated as in (7-a),
given (6-a).

(7) a. p:t Ax3y(p(x, y) At(y))
b. p=g¢q AxAy(p(x,y) Aq(x,y))
c. fp AxAz3y(f (x,y) Ap(y,2))

By a similar argument, p = g can be translated as in (7-b). (7-c) simply
says that attribute concatenation means relational composition. (The
empty attribute path ¢ is interpreted by the identity relation on D.)
A possible explication of (4-a) and (4-b) is shown in (8-a) and (8-b),
respectively.

8 a I-p:¢ Ix(U(x) Ay (p(x,y) A p(¥)))
b. I-p=k-q IxIy(1(x) Ak(y) AFz(p(x,2) Aq(y,2)))

The labelled description [ - p : ¢ says that the element labelled by [
satisfies p : ¢, in symbols, Iy (p(tx(1(x)), y) A ¢(y)). Another elimina-
tion of the definite description, using (6-b), then gives rise to Ix(I(x)A
dy(p(x,y) A t(y))), as desired. (8-b) can be derived in a similar vein,
and the same is true of the translations of the remaining descriptions
of (3) and (4).

If we apply the described reformulation technique to the descrip-
tion in (5), then the resulting first-order expression is equivalent, un-
der the axioms in (6), to the following expression:
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9 Jede’de”3sAxTy (0l(e) A causation(e) A CAUSE(e,e’) A EFFECT(e,e”)
A activity(e’) A ACTOR(e’,x) A [1(x) A change-of-state(e”)
A RESULT(e”,s) A broken-state(s) A PATIENT(s,y) A [2I(y))

We can rewrite (9) more succinctly by the following slight abuse of
notation. Since base labels are unique identifiers (if they refer at all),
we can introduce them via the back door as constants by replacing [0]
by Ax(x =[0]), etc. Then (9) simplifies to (10).

10) Je’Je”3s (causation([o]) A caUsE((o],e’) A EFFECT([0],e”) A activity(e’)
A ACTOR(¢’,[1) A change-of-state(e’’) A RESULT(e”,s)
A broken-state(s) A PATIENT(s,[2]))

Let us now look at the (minimal) generic model (D, M) of formula
(9) under the “background” theory (6). “Generic” means that in this
model no attribute-value description holds which is not derivable from
(9) and (6) by logical inference. The domain D consists of six elements,
one for each variable in (9), and the interpretation of the attributes,
types, and base labels can be directly read off from (9). The resulting
model is basically the structure depicted by Figure 6b, now viewed
as a first-order model. This observation can be generalized as follows:
There is a one-to-one correspondence between the most general base-
labelled feature structures that satisfy conjunctive labelled attribute-
value descriptions and the minimal generic first-order models of these
descriptions rephrased as first-order expressions, presuming the ax-
ioms in (6).

3.34 Attribute-value constraints

We define attribute-value constraints as universally quantified (one-
place) general attribute-value descriptions. That is, if ¢ is a one-place
attribute-value description then V¢ (in first-order notation, Vx(¢(x)))
is a constraint, which is satisfied by a feature structure if and only if
¢ is satisfied by every node of the structure. We write ¢ =< 1 for
V(¢ = ).

Since boolean expressions have an equivalent conjunctive normal
form, every constraint V¢ can be transformed into a conjunction of
constraints of the form listed in (11), in which the ¢;’s and y;’s are
primitive attribute-value descriptions.
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(11) a. ¢;A...AP, Y V...VY,
b. TXy,v...vy,
c. PN AP, 2L

If m =1, then V¢ is called a Horn constraint. In the following we are
concerned with Horn constraints, if not otherwise indicated. Here are
some examples of Horn constraints:

(12)

o

activity = event
b. causation = —activity
(equivalently, in normal form: causation A activity < 1)
C. AGENT: T =X AGENT = ACTOR
d. activity X ACTOR: T
e. activity Amotion =< ACTOR = MOVER

Note that the first-order translation of the constraint in (12-c) gives
rise to Vx(3y(AGENT(x, y)) — 3z(AGENT(x,2) A ACTOR(x,z))), which is
logically equivalent under (6-a) to the formula VxVy(AGENT(x,y) —
ACTOR(x, y)). Constraints of the form (12-c) thus express attribute in-
clusions.

In order to apply constraints to labelled descriptions for infer-
encing, the former need to be turned into labelled descriptions them-
selves. Recall that constraints hold at each node of a frame, and each
node can be accessed from a base node along some attribute path. A
constraint V¢ thus gives rise to infinitely many labelled descriptions
l[-p:¢,withl € Band p € A*. In fact, [ - p : ¢ is a logical conse-
quence of V¢ in terms of first-order logic, under the axioms in (6).
The constraint (12-a), for instance, implies the labelled description
[0] - CAUSE : activity — [0]- CAUSE : event, which can be applied to the
description in (5) for type inference.

An important application scenario of the constraints is unifica-
tion. The crucial question while unifying is: under which conditions
do we need to consider only a finite number of descriptions? Feature
structure unification under a finite set of labelled Horn descriptions
is well-defined and computationally tractable (Hegner 1994); cf. Sec-
tion 7. A simple sufficient condition is that none of the constraints
enforces the introduction of additional nodes. If this is the case then
the number of nodes of the unified structure is finite, and hence also
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the number of relevant paths.® It follows that the number of labelled
descriptions to be considered for inferencing is finite.

Let us have a look at the constraints in (12) from this perspective.
(12-a) and (12-b) are unproblematic since they have no attribute ex-
pressions in their consequents. (12-c) also poses no problem because
the constraint just adds an attribute leading to a node already given in
the antecedent. (12-d) and (12-e), by contrast, both do imply the exis-
tence of additional nodes in their consequent. Note that the issue with
(12-e) can be remedied by conjoining ACTOR : T (or MOVER : T) to the
antecedent. Note also that a constraint like (12-d) does not necessarily
imply that an infinite number of base constraints has to be taken into
account. In fact, in this case it wouldn’t. But a more careful analysis
is required in such cases in general.®

The constraints (12-a) and (12-b) express type inclusion and ex-
clusion, respectively. Recall that our definition of feature structures
in Section 3.3.1 does not make use of a type hierarchy. Instead, we
explicitly specify the possible combinations of atomic types by type
inclusion and exclusion constraints. The elements of the type hierar-
chy in the usual sense are then defined as the sets of atomic types
that are closed and consistent with respect to type inclusion and ex-
clusion constraints. It is well known that in the finite case, Horn con-
straints give rise to bounded-complete ordered sets (ordered by set
inclusion) by this construction, and that every bounded-complete or-
dered set can be constructed this way.'? Whether to precompile the
type hierarchy or to do type inference on the fly is an issue of imple-
mentation.

Relational descriptions can also be used in constraints. For in-
stance, the transitivity of a binary relation is expressed by the follow-
ing Horn constraint:

(13)  (p1,p2):r A(Pasps):ir — (p1,p3) T

8 Infinite paths that might arise through cyclic structures can be avoided by
limiting the maximal length of a path to the number of nodes.
9See also Carpenter (1992, pp. 95ff).
10 An ordered set is bounded-complete if every subset that has an upper bound
has a least upper bound. Note that bounded-complete ordered sets come with a
least element, namely the least upper bound of the empty set.
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Figure 9: S
Syntactic and semantic NP[
composition as in Gardent NP[I:x] e Y T /’NP[I=y]
and Kallmeyer (2003) and \ v Npl=E w |
Kallmeyer and Romero John ea‘ts ) pizza
(2008) . ;
john(x) cat(112) pizza(y)

equations [1]= x and [2] = y lead to
eat(x, ), john(x), pizza(y)

Since the consequent of (13) does not instantiate new nodes, this con-
straint is unproblematic when being processed during unification. !

4 LTAG WITH FRAME SEMANTICS

4.1  Elementary constructions and the syntax-semantics interface

As to the syntax-semantics interface, we basically build on approaches
which link a semantic representation to an entire elementary tree and
which model composition by unifications triggered by substitution
and adjunction. For example, in Gardent and Kallmeyer (2003), ev-
ery elementary tree is paired with a set of typed predicate logical for-
mulas containing meta-variables linked to features in FTAG structures
(see also Kallmeyer and Joshi 2003, Kallmeyer and Romero 2008).
The syntactic composition then triggers unifications that lead to equa-
tions between semantic components. A (simplified) example is given
in Figure 9. The feature 1 on the nodes is a syntax-semantics interface
feature which stands for “individual”. Linking, i.e., the assignment of
semantic roles to syntactic arguments, is done via these interface fea-
tures. In Figure 9, the syntactic unifications lead to equations [1] = x
and [2] = y. Therefore, in the semantic formulas, we have replacements
of the variables [1] and [2] with x and y respectively. The formulas we
obtain after having applied these assignments are collected in a set
that is then interpreted conjunctively.

1 inference closure under (13) corresponds to calculating the transitive clo-
sure of the denoted relation on the given domain; its time complexity is known
to be better than 0(n-e), where e is the number of pairs initially falling under r.
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S
//\
NpU=l VP
NPjj_m----.. % T _--NPy—
[‘I (1] v NpU-E [‘I 2]
John ea‘ts v pizza
person eating ob]ect.
NAME John @ | acror TYPE pizza
THEME

unification under the descriptions [1 = [3] and [2] = [4] leads to
eating

person
ACTOR
NAME John

object
THEME .
TYPE pizza

The focus of this paper is on a decompositional semantics for
elementary LTAG trees using frames. Figure 10 shows how the ex-
ample from Figure 9 can be translated into a frame-based seman-
tic representation in a fairly straightforward way. Each elementary
tree is paired with a frame, that is, with a base-labelled feature
structure as defined in Section 3.3, and base labels are used as val-
ues of interface features on the tree. Syntactic unification then trig-
gers label equations. Here, the substitutions give rise to [1] = [3] and
= [4]. Unification of the semantic frames is then performed un-
der the additional constraints triggered by syntactic composition.
This leads to an insertion of the corresponding argument frames into
the frame of eats. Note that when using an elementary tree with its
frame in a derivation, in order to avoid unintended identifications
of feature structure, we always use a relabelling with fresh base la-
bels.

A key advantage of syntax-driven approaches to semantic compo-
sition like those of Gardent and Kallmeyer (2003) and Kallmeyer and
Romero (2008) is that they overcome the limitations of approaches
which adhere solely to logical mechanisms such as functional applica-
tion. In particular, the order of semantic argument filling is not spec-
ified by successive lambda abstraction or the like. Instead, semantic
argument slots can be filled in any order (in particular, independently
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of surface word order) via unifications triggered by syntactic compo-
sition.

The frame-semantic representations introduced in this paper re-
tain this crucial property and they show a number of additional ad-
vantages. A first point is that even plain Fillmorean role frames of the
kind employed in Figure 10 provide a natural way for representing
semantic arguments that are not necessarily realized in the syntax (cf.
Fillmore 1986). For instance, we can assume that an eating frame al-
ways contains a role THEME even if the theme is not overtly expressed.
More importantly, using decompositional frames for semantic mod-
elling comes with the assumption that all subcomponents of a semantic
structure (i.e., participants, subevents, paths, etc.) can be accessed via
functional relations (attributes, features) from a controlled set of base
elements (cf. Section 3). As a consequence, the semantic unifications
triggered by substitution and adjunction come down, to a large extent,
to feature structure unifications. In particular, if a semantic structure
combines values of a feature coming from different constituents then
the feature values are necessarily unified as well. (We will see exam-
ples in Sections 5 and 6 below.) Moreover, feature structure unifica-
tion under constraints is computationally tractable, given that certain
general conditions are respected (cf. Section 3.3 and Section 7).

Notice that the use of frames does not preclude an approach as in
Gardent and Kallmeyer (2003) and Kallmeyer and Romero (2008) for
modelling semantic composition beyond the level of elementary trees,
including the effect of logical operators such as quantifiers and other
scope taking elements. But the technical details of the integration of
quantifiers into frames remain to be worked out and are beyond the
scope of this article.

Another approach to the syntax-semantics interface worth men-
tioning in this context is the synchronous TAG model of Nesson and
Shieber (2006). That model employs the TAG formalism not only for
the syntax of the object language but also for representing the struc-
ture of type-logical formulas on the semantic side. In our approach,
by comparison, the semantic structures associated with the syntactic
trees are not regarded as expressions of a formal language but as se-
mantic models. Since feature structures are not necessarily trees, the
use of synchronous TAG is not an option in our case.
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Figure 11:

Class n0Vn1 .
MG classes with

Class nOvV Class DirObj semantic frames
VP
Class Subj h
3 VolE=ll o+ nplI=l]
/\
NP[AGR=EI=] _ y/plAGR=T] event v event
GOAL THEME
VolE=l
event
o |:ACTOR :|

Class VSpine
VP(aGr=m)

VolAGR=]

4.2 Metagrammatical decomposition of elementary constructions

Similar to the metagrammar factorization in the syntax, a decomposi-
tion of the semantic frames paired with unanchored elementary trees
is possible as well. Firstly, the semantic contribution of unanchored
elementary trees, i.e., constructions, can be separated from their lex-
icalization, and, secondly, the meaning of a construction can be de-
composed further into the meaning of fragments of the construction.
Due to this factorization, relations between the different parts of a syn-
tactic construction and the components of a semantic representation
can be expressed.

As an example consider Figure 11 that repeats the MG classes from
Figure 4, equipped with frame-semantic descriptions. The Subj class
now tells us that the subject can contribute the actor of an event. (This
is of course not the only possible contribution of a subject; the example
is highly incomplete.) According to the DirObj class, the object NP can
contribute the goal or the theme of an event. When compiling the
description of n0Vnl, i.e., when computing its minimal models, both
the actor-theme and the actor-goal combination are generated.

Several remarks are in order concerning this example. The inter-
face feature E (“event”) is the label of the event frame of the verb. By
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Figure 12:

Class DirObj
Tree and frame descriptions in DirObj il

ny[cat : VP] A

ny(mark : anchor)[cat : V[top : [e : [0]]]] A
ng[cat : NP[top : [i:[T]]] A

ny —ny An;—ng Ang<*ng

[0]: event A ([0]- GOAL = [1] V [0]- THEME = [1])

equating different E values on the V nodes, the corresponding event
frames are unified. Concerning the status of the semantic elements in
the metagrammar classes, we take them to be feature structure de-
scriptions. This is in parallel to the syntactic parts that are tree de-
scriptions. Incorporating a class C into a higher class C’ (e.g., Subj
into n0V) amounts to adding the descriptions of C as conjuncts to the
syntactic and semantic descriptions of C’, using fresh base labels in
the descriptions if necessary.

The syntax of the tree descriptions is the one from XMG (Crabbé
et al. 2013), a quantifier- and negation-free first order logic while the
syntax of the feature structure descriptions leans on the attribute-value
language introduced in Section 3.2 To see how the tree descriptions
and feature structure descriptions in the metagrammar could look,
consider Figure 12 that gives the tree and frame descriptions for the
class DirObj. In the syntax, we have free variables nq, n,, ... for nodes.
The conjuncts can describe the categories of nodes, special markings
(for instance, anchor or foot node), and the feature values defined in
the top and bottom feature structures of the nodes. The binary re-
lations on nodes can specify dominance (—*), immediate dominance
(—), linear precedence (<*) and immediate linear precedence (<). The
node variables are taken to be existentially bound. In the semantics,
we have base labels [0],[1],... and we allow for conjunctions and dis-
junctions of labelled attribute-value descriptions (cf. Section 3.3.2).
In addition there are constraints on frames (cf. Section 3.3.4) that are
relevant both for metagrammar compilation and for frame unification
during parsing. In any minimal model computed for a metagrammar
class, the frame has to satisfy these constraints.

The pairs of elementary trees and frames resulting from the com-
pilation of the grammar are called unanchored elementary construc-

12 Concerning the integration of frame descriptions into XMG, first proposals
can be found in Lichte et al. (2013).
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morph entry + lemma entry +  Constraints:
walks: walk: locomotion = activity A translocation
pos: V FAM: n0V, ... translocation =< motion A PATH : path
Syn;: Syn,: activity = ACTOR : T
PERS 3 [E @] motion = MOVER : T
Vi ion =< =
R oM sg Sem: activity A motion = ACTOR = MOVER
lemma: walk locomotion
MANNER walking
- locomotion L/ S o | activity
ACTOR ‘ Npl=a V'P[E:] ACTOR
[o] | MOVER walks
PATH path
“-» VOrp
MANNER walking > YPIE=m
S
NpU=2] VP (g
hetd locomotion ‘
ACTOR V[AGR=A.A,E=E]
[0][] | MOVER
walks

PATH  path
MANNER walking

tions. The step from the description in the metagrammar to the object
in the grammar amounts to computing a minimal model. In the syntax,
this model is such that all of its nodes and edges have to be present in
the description. In the semantics, this minimal model is the smallest
feature structure (with respect to subsumption) that satisfies the de-
scriptions given by the metagrammar class and the constraints. Only
those metagrammar classes that are marked as characterizing a tree
family are compiled in this way (in our example only nOV and n0Vn1).
Each of these classes then yields a set of unanchored elementary con-
structions which is an unanchored construction family of the LTAG in
question. 13

4.3 Lexical anchoring

In order to obtain lexicalized elementary trees, we have to fill the
anchor nodes with lexical items. An example is shown in Figure 13.
Lexical information is stored in a lemma lexicon and a morphologi-
cal lexicon containing inflected forms. The latter gives for each form

13 Note that in the simplified examples in this section, the class n0V yields only
a single minimal model while nOVn1 leads to two minimal models since only the
canonical realizations of arguments are taken into account.
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the category (part-of-speech), a syntactic feature structure Syn, con-
tributed by this form, and its lemma. The lemma lexicon specifies for
each lemma the selected tree family (or families), again a syntactic fea-
ture structure Syn, and a semantic frame description Sem. This frame
description is combined with the general constraints on frames and a
minimal model is computed that is the semantics of the lexical ele-
ment. In our example, the minimal model has one base label ([0]) and
it also satisfies a path identity ([0]- ACTOR = [0] - MOVER). % In the cor-
responding attribute-value matrix, we express the latter using boxed
letters, here [, instead of numbers, in order to make clear that this is
not a base label but just the common shorthand notation for path iden-
tity in the matrix notation of attribute-value descriptions. In parallel,
the syntactic feature structures are unified and a node of the category
specified in the morphological lexicon is created, decorated with the
resulting syntactic feature structure. The lexical item is a daughter of
this node. Lexical anchoring can then be considered as a substitution
step.

Note that according to the distribution of semantic and syntactic
information among the different components in Figure 13, valency
information is provided by the unanchored tree (e.g., the information
that the actor is contributed by the subject NP). The lexical anchor
specifies its semantics, in particular its semantic arguments, but does
not determine the syntactic realizations of these arguments. In other
words, linking is specified in the metagrammar.

In the following sections, we apply our syntax-semantics archi-
tecture to directed motion expressions and to the dative alternation.
In the metagrammar decomposition, we will be able to share several
metagrammar classes in the specifications of the elementary construc-
tions of the two phenomena.

14 Note that the description [0]- ACTOR = [0]- MOVER is equivalent to [0]- (ACTOR =
MOVER).

[ 296 ]



Semantic frame composition in LTAGs

5 APPLICATION I:
DIRECTED MOTION EXPRESSIONS

5.1 The expression of directed motion in English

Modelling the syntax-semantics interface of directed motion expres-
sions requires us to be explicit about a number of issues concerning the
syntactic and semantic structure of such expressions, many of which
have been discussed extensively in the literature. In the following, we
are concerned with directional expressions in English that are con-
structed from verbs of motion and directional prepositional phrases
(PPs). The relevant constructions include intransitive verbs of motion
(14) as well as transitive verbs of caused motion and transport (15).

14 a. Mary walked to the house.
b. The ball rolled into the goal.
(15) a. John threw/kicked the ball into the goal.

b. John pushed/pulled the cart to the station.
c. John rolled the ball into the hole.

Directional specifications are not restricted to goal expressions as in
(14) and (15) but can also describe the source or the course of the
path in more detail. Moreover, path descriptions can be iterated to
some extent (16).

(16) a. John walked through the gate along the fence to the
house.
b. John threw the ball over the fence into the yard.

Below we will use this property as an indicator for distinguishing be-
tween arguments and adjuncts.

5.1.1 Verbs of motion

It is common to distinguish between manner-encoding and path-
encoding verbs of motion. The first kind of verbs (run, roll) lexically
encode the manner of the motion but no path-related information,
while the second kind of verbs (enter, leave) do not encode the manner
but specify the direction of motion. Manner-encoding motion verbs
lexically characterize activities or processes. Directional information
about the goal or path can be added by appropriate adverbials, i.e.,
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by “satellite framing” constructions in the sense of Talmy (2000b). In
the following, we focus on manner-encoding verbs since our goal is to
model the syntactic and semantic processes of combining directional
specifications with motion expressions.

There are also motion verbs for which the actor differs from the
entity that undergoes the motion. This class includes verbs of trans-
port and caused motion (carry, drag, push, throw). As with manner-of-
motion verbs, transport and caused motion verbs do not lexically spec-
ify a direction or goal. Again, directional information can be added by
adverbials. The verbs of transport and caused motion are basically
transitive verbs whose direct object refers to the moving entity. They
can be sub-divided into different classes depending on (i) how the mo-
tion of the object is enforced by the actor and (ii) the extent to which
the activity of the actor and the manner of motion are lexically spec-
ified (cf. Ehrich 1996). Concerning (i), we can distinguish between
onset causation (throw, kick) and extended causation (pull, drag), follow-
ing the terminology of Talmy (2000a). Verbs of the first type describe
the punctual initiation of a motion event; verbs of the second type
describe the continuous enforcement of the motion. As to (ii), some
of the verbs in question specify the manner of motion of the moved
object but say nothing about the activity of the actor (roll, slide), while
for other verbs the converse is true (pull, drag).'®

5.1.2 Syntactic issues

In the context of the LTAG analysis presented in the following sections,
a crucial issue is whether to treat directional expressions such as those
in (14)-(16) as complements or as adjuncts. Moreover, an argument
can be determined by the base lexeme or it can be introduced by a
construction or a lexical rule. For instance, sentences of type (15-c)
are often characterized as caused motion constructions or causative path
resultatives (Goldberg and Jackendoff 2004). That is, the directional
argument is constructionally introduced. Within the LTAG approach
both the basic argument structure construction and the extended con-
struction are represented by elementary trees. The relation between
these trees, and the fact that one of them builds on the other, is cap-
tured in the class structure of the metagrammar (cf. Section 5.3).

15 Cf. Ehrich (1996) for further distinctions.
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Dowty (2003) counts directional PPs as adjuncts of motion verbs
since their presence is not obligatory and they do not “complete”
but “modify” the meaning of the head verb. Dowty distinguishes ad-
juncts from elliptical complements by characterizing the latter as cases
where a semantically required element must be inferred contextually.
Van Valin and LaPolla (1997) classify directional PPs as “argument-
adjuncts”. Like adjuncts, argument-adjuncts are predicative, but they
introduce an argument into the syntactic core of the head verb and
they typically share an argument with the predicate encoded by the
verb. A well known distinction observed by Jackendoff, Verkuyl and
Zwarts, among others, is the distinction between bounded and un-
bounded directional PPs, which give rise respectively to telic (17-a)
and atelic (17-b) event descriptions (Jackendoff 1991; Verkuyl and
Zwarts 1992; Zwarts 2005).

a7 a. She walked to the brook (in half an hour/*for half an
hour).

b. She walked along the brook (*in half an hour/for half an
hour).

With reference to this distinction, and based on data from Dutch and
other languages, Gehrke (2008) argues that bounded directional PPs
are complements of the verb while unbounded PPs are adjuncts. For
verbs of motion and transport, which are lexically atelic, this means
that a directional expression is regarded as a complement just in case it
changes the aspectual type of the expression. This assumption is com-
patible with the formal criterion that expressions that can be added
iteratively (as, e.g., prenominal adjectives) need to be analyzed as ad-
juncts. In the following, we take this criterion as a preliminary working
definition of adjuncthood.

5.1.3 Translocation, paths, and directions

Since the general notion of motion covers also motion in place (e.g.,
shaking), we use the more technical term translocation when we refer
to the continuous change of an object’s position in space (cf. Zlatev
etal 2010). A translocation event is by definition associated with some
trajectory, trace or path of the moving entity. The approaches found
in the literature differ with respect to the explicit representation of the
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path in the lexical semantics of the respective verbs. While in Dowty
(1979) and Kaufmann (1995), paths are not part of the semantic rep-
resentations of translocation verbs, Zwarts (2005) proposes a thematic
function TRACE that maps motion events to the path traversed by the
moving entity and in Mani and Pustejovsky (2012), it is assumed that
“manner-of-motion predicates leave a trail of the motion along an im-
plicit path, as measured over time.” Similarly, Eschenbach et al. (2000)
take paths as part of the semantics of verbs of motion. The paths ref-
erenced by verbs are here again understood as trajectories, that is, as
the collection of “all points the object occupies during its course.”

Paths, traces or trajectories provide a straightforward semantic
link between motion verbs and directional specifications. Directionals
(in English) often occur morphologically combined with locatives. For
example, the directional preposition into specifies a path whose end
point is in the interior of the goal expressed by the nominal comple-
ment of the preposition. The interior region associated with an object,
as well as other regions specified by locatives, can be regarded as func-
tional attributes of that object. We will employ this view below for the
frame representations of directional prepositions.

5.2 Analysis of directional expressions

5.2.1 Frame representation of directed motion

The semantics of directional expressions has often been analyzed in
terms of logical expressions of one kind or another (cf. Eschenbach
et al. 2000). Our approach employs frames for semantic representa-
tion, with frames understood to be typed feature structures with rela-
tions. As explained in Section 3, this does not preclude a logical per-
spective but puts emphasis on the role of minimal models for seman-
tic representation. Moreover, our frame-semantic approach takes into
account semantic composition and thus goes beyond flat role frame
approaches a la FrameNet. For example, the verb throw expresses a
caused motion, that is, the described event can be analyzed as a com-
plex causation event whose cause component consists of the activity of
the thrower and whose effect is the ballistic motion of the thrown ob-
ject. A possible frame-semantic representation of this decompositional
analysis is shown on the right side of Figure 14, which also shows the
frame for walk.
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walk throw Figure 14:

[Tocomotion ] [onset-causation ] Possible frame-semantic
ACTOR [activity representations of some
MOVER ACTOR T verbs of (caused) motion

[©] | MANNER walking CAUSE | iieme
path MANNER throwing
PATH STARTP T @ [ translocation
L ENDP T | MOVER
EFFECT path
PATH STARTP T
ENDP T

In the given representations, a good part of the lexical meaning is
condensed in the types or left implicit. For instance, the precise way of
how the actor induces the (ballistic) motion of the object in throwing
events is simply encoded by an atomic value of the attribute MAN-
NER. Similarly, the causation type of throwing events is encoded by
the type onset-causation of the main event. A more explicit representa-
tion would include the temporal characteristics of an onset causation,
i.e., punctuality and temporal precedence of the causing event. No-
tice that the path or trace of the moving entity is made explicit by the
frames in Figure 14. As argued above, the path of the moving object is
an inherent semantic component of translocation events; the path pro-
vides the anchor for directional specifications. It is important to keep
in mind that the presence of the PATH attribute in the frame represen-
tation of, say, walk does not imply by any means that walk lexically
encodes information about the path of the movement.!® Concerning
semantic roles, we allow multiple descriptions of an event participant
in a single frame. Each motion event has a participant that moves, the

161t is instructive to compare our use of the attribute PATH with the correspon-
ding semantic role (frame element) of the frames ‘Motion’, ‘Motion_directional’,
and ‘Self motion’ in the Berkeley FrameNet database. In our decompositional
approach, the path (or trace, or trajectory) is an inherent component of translo-
cation events. In FrameNet, the ‘Path’ element is directly related to path de-
scriptions such as down the stairs, along the brook, etc.; see Section 5.2.3 for our
analysis of such expressions. Moreover, the relevant FrameNet frames come with
core elements ‘Goal’, ‘Direction’, ‘Source’, etc., which is not the case for the rep-
resentations shown in Figure 14. The underlying intuition is that while the path
of a translocation has an end point, it is not part of the concept per se to have a
goal.
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Figure 15: to into along
Frame examples for event event event
directional prepositions ol |:pa[h ] o) |:path ] o [path ]
PATH PATH PATH
ENDP ENDP REGION
|:AT-REGION } |:IN-REGION } [AT—REGION ]
part-of(v, w) part-of(vl, wl) part-of(v], wJ)

MOVER. If the event is an activity, this participant becomes at the
same time the ACTOR.

The frame representation of directional prepositions follows the
outline described in the previous section. The basic idea is that frames
associated with directional prepositions can unify with frames of
translocation, which gives rise to frames that express directed motion.
For example, the frame for the preposition into shown in the middle
of Figure 15 represents (directed) motion to the interior region of an
object [1] which is denoted by the nominal complement of the prepo-
sition. The frame description in the last line of the figure encodes the
condition that the end point of the path or trajectory generated by the
motion is in fact a mereological part of the region in question. In the
matrix notation, now extended by relational descriptions, boxed let-
ters serve again as a shorthand notation for (labelled) attribute paths.
That is, part-of(v],w]) is short for the labelled description in (18).

(18) ([o]- PATH REGION, [1]- AT-REGION) : part-of

Note that the intended meaning of part-of has to be spelled out by
appropriate constraints. In the case at hand, this includes transitivity
(cf. (13)), reflexivity, and anti-symmetry, as well as type constraints on
the domain and range of the relation. So far, our impression is that all
(non-functional) relations we need are of this sort. In Section 7, we will
say a few words about applying such constraints during unification.
The semantic representations described so far allow us to intro-
duce the basic ideas of a syntax-driven semantic frame composition in
the following sections. In a fully developed theory of frame-semantic
representations for events, the types and features used in the frames
are systematically related to each other by constraints. For instance,
the inheritance hierarchy of the event types introduced so far would
look like the one depicted in Figure 16. Each type comes with fea-
ture declarations that formulate constraints on the frames of this type.
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event Figure 16:
Partial sketch
activity motion causation of constraints
ACTOR : T MOVER : | CAUSE : T A EFFECT: | on event types
\/‘ N and attributes
activity A motion translocation onset-causation extended-
ACTOR = MOVER PATH : T CAUSE : punctual-event causation
: bounded-translocation
locomotion

bounded-locomotion

The constraints in Figure 16 specify for instance that frames of type
causation have a CAUSE and an EFFECT attribute, and that the value
of the CAUSE attribute of onset-causation events is of type punctual-
event.

5.2.2 Intransitive directed motion constructions

This section deals with the combination of motion verbs and direc-
tional PPs as shown in (19).

(19 a. Mary walked/ran to/into the house.
b. Mary walked/ran along the river.
c¢. Mary walked/ran over the bridge along the fence through
the meadows.

Recall that our criterion for treating a constituent as an argument or
an adjunct is iterability. Constituents that cannot be iterated and that
add a semantic role (no matter whether the role is already present
in the frame contributed by the verb) are taken to be complements in
the sense that their integration into the unanchored tree for the verb is
part of the metagrammatical specification of elementary trees. For this
reason, the examples in (19-a) are treated as PP complements while
the PP in (19-b) is considered an adjunct. PPs of the type in (19-b) can
be iterated as can be seen in (19-c).

In the PP complement case, the preposition is not part of the el-
ementary tree of the verb since it is not determined by the verb. This
is in contrast to constructions where a specific preposition is treated
as a coanchor of the elementary tree. An example is the elementary
tree for phrasal verbs such as subscribe to, as in Mary subscribes to a
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Figure 17: S bounded-translocation
Unanchored tree and e MOVER

[1=[]
semantics of nOVpp(dir) NP VPE—o O GoaL

construction PATH  path
1=[2,E={q]
VPp_g PPI=EE=

VolE=LI

linguistics journal, where the preposition to is taken to be a coanchor
of the elementary tree.

As explained in Section 5.2.1, we assume that the motion verbs in
(19) define a locomotion that has a certain path (trace, trajectory) as-
sociated with it. This path has a start and an end point. In the directed
motion construction, the additional PP adds a further argument with
the semantic role GOAL. The way this goal combines with the path, i.e.,
whether it is its end point, whether it adds a direction to the path, etc.,
depends on the preposition.

The unanchored elementary tree for an intransitive verb with an
additional directional PP is given in Figure 17. Note that we assume a
binary left-branching structure for the VP, i.e., every argument inside
the VP is the right sister of a VP node and the lowest VP node imme-
diately dominates the verbal anchor. This allows for the adjunction of
modifiers between the verb and the directional PP as in (20).

(20) He ran quickly to the river.

The decoration of the elementary tree with the interface features 1 and
E ensures that the substitutions of the subject NP and the object PP fill
the corresponding argument roles and, furthermore, that adjunctions
of modifiers to the VP node extend the event frame [0].

The preposition determines the relation between the path of the
motion and the goal. Figure 18 shows the elementary trees of different
directional prepositions (cf. Figure 15). We assume that objects such
as the house have a certain topological structure. They come with dif-
ferent types of regions, an at-region that contains all points that can
be said to be at the object, an in-region that determines the space that
constitutes the inner part of the object, etc. The preposition to makes
reference to the at-region of an object; it expresses that the endpoint
of the path must be contained in the at-region of the entity denoted by
the NP complement of the preposition. Similarly, into expresses that
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PP =) PP(1_ E=fo] Figure 18:
Elementary trees
P NpU= p Npl=m for prepositions
to into
event event
[0] |:path :| [0 |:path :|
PATH PATH
ENDP ENDP
|:AT—REGION } |:IN-REGION }
part-of(@, @) part-of(, )
NPy -~ S bounded-locomotion Figure 19:
Z ACTOR Derivation
o Net VPe=g
John - o MOVER of (21)
[1={2) E={T] GOAL
person VPg_ PP N et path
NAME John / i
V[E:@] MANNER walking
walked .
event pp NPy
[I=ELE=[]] -~
th
PA pa . Det N
ENDP [i=51] ‘ ‘
b NP v the house

|:IN—REGION :| \

. house
part-of(v], wl) into [6] .
IN-REGION region

the endpoint must be contained in the in-region of the entity.

As an example, let us consider the derivation of (21). Figure 19
shows the elementary constructions involved and how they are com-
bined.

21 John walked into the house.

The representation for the house comes with an in-region (among oth-
ers). (The composition of the determiner and the noun into the NP the
house is left aside in this example.) The preposition into links the in-
region to the end point of the path traversed throughout the walking
activity. The various substitutions give rise to the following identities:
2 [3],[2] = [5]1= [6] and [0] = [4]. With the corresponding unifications, the
resulting frame is the one given in Figure 20.
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bounded-locomotion

person
ACTOR
NAME John

MOVER

[0] house :|

GOAL
IN-REGION

|:path }
PATH
ENDP

MANNER walking

part-of (@)

Motion verbs that are turned into a directed motion by adding a
goal and a path (such as in (22)) differ from verbs of locomotion (as
in (21)) with respect to their lexical semantics.

(22) Mary danced into the room.

Walk comes with a path while dance does not. The lexical frame for
dance is shown in Figure 21. When combining it with the unanchored
construction tree, the path attribute is added and the goal argument
is linked to the PP.

Frame for dance

Figure 21: activity A motion
ACTOR
[0
MOVER
MANNER dancing
5.2.3 Path modification

Now let us turn to the case where the directional PP is an adjunct that
gives an additional specification of the path of the event as in (19-b).
In these cases, the verb of locomotion anchors an intransitive activ-
ity tree. As an example, consider the derivation of (23). Figure 22
shows the adjunction of the along elementary tree into the elemen-
tary intransitive construction of walked (see Figure 13 for the anchor-
ing step for this construction). The frame linked to along expresses
that the entity denoted by the NP within the PP has an at-region that
must contain the entire region of the path. Note that the frame con-
tributed by the preposition does not have a unique root. The reason
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_.---VP Figure 22:
S T~ Derivation
VP e PP f (23
[1=m] (E=E) [1=fa0) of (23)
NP VP[T:@]«
V-1 T Np{=l
walked along
locomotion translocation
ACTOR path
[0} | moveR PAT | Recron @
PATH  path
MANNER walking |:AT—REGION }
part-of(, =)
[locomotion 1 brook part-of(@, @) Figure 23:
person AT-REGION Resulting frame
ACTOR ., for (23)
NAME John
[0
[path :|
PATH
REGION
| MANNER walking ]
AcTOR Persom o
/ﬂ O John’
0
locomotion @W
REGION part-of AT-REGION
MANNER © ; ® brook
PATH  path region region
O
walking

is that the NP does not contribute an argument and therefore it does
not fill a semantic role slot. The link between the object denoted by
the NP and the walking activity concerns only the at-region of the
former.

(23) John walked along the brook.

As a result, when combining further with the elementary trees
for John and the brook, we obtain the frame in Figure 23. In addition
to the attribute-value matrix, the figure also shows the corresponding
feature structure depicted as a graph. The graph shows more clearly
that we have more than one root node in this frame and, furthermore,
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Figure 24: S
Derivation (=]
of (25) VP NP' VPE—q
V-P*[E:] PP[I:] \JOhI‘l VP[E;@] PP[I=’E=@]
P NpI=] V=l T
along Det/\N walked into D‘et 1\‘1
the brook the field
translocation bounded-locomotion
PATH path ACTOR person
REGION NAME John
brook MOVER
|:AT—REGION :| [0 GOAL Jz'\lel;iEGION :|
part-of(7, ) '
|:path :|
PATH
ENDP
MANNER walking

part-of =, )

if we disregard the non-functional relation part-of, the frame is not
even a connected graph.

Obviously, examples with motion verbs such as dance which do
not lexically specify translocation work as well, cf. (24). In these cases,
the preposition introduces the path.

(24)  Mary danced along the fence.

As a last example, let us consider a combination of argument direc-
tional PPs and adjoining directional PPs.

(25) John walked along the brook into the field.

Figure 24 illustrates the derivation step that combines the PP along
the brook with the rest of the sentence. The unification of [3] and [0]
triggered by the adjunction gives rise to the frame shown in Figure 25,
which combines the two constraints on the path contributed by the
two PPs: The entire path (i.e., its REGION) must be contained in the
AT-REGION of the brook and the ENDP (endpoint) of the path must be
contained in the IN-REGION of the field.
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bounded-locomotion

person
ACTOR
NAME John

MOVER
field

brook
AT-REGION

part-of (=, 1)
part-of (&, w))

Figure 25:
Resulting frame for (25)

[0 | coaL ]

IN-REGION

path
PATH ENDP
REGION

MANNER walking

5.2.4 Caused motion constructions

We now turn to verbs of transport and caused motion as exemplified
in (26).

(26) a. Mary threw the ball into the hole.
b. Mary pulled the cart along the river.
c¢. Mary kicked the ball along the line into the goal.

Our proposal for the unanchored construction and its semantics is
shown in Figure 26. The difference relative to the intransitive di-
rected motion construction nOVpp(dir) discussed above is that now
the theme, i.e., the entity denoted by the direct object is moving. This
movement is the effect of an action performed by the actor that af-
fects the theme. Therefore the directed motion of the moving entity
is represented as the effect of a causation whose cause is an action
performed by the subject.

A difficulty with this construction is that the PP argument and
directional PP modifiers need to access the embedded translocation
event while other modifiers might want to access the main event. As
a solution that makes both accessible and that distinguishes them, we
propose to use the feature E on the PP argument slot for the embedded
translocation event (here [4]) and the E feature on the VP node for
the highest event (here [0]). This allows for the insertion of modifiers
between the verb and the PP that modify the higher event, as in (27).
Such modifiers adjoin to the lower VP node.

(27)  Paul threw the ball immediately into his opponent’s goal.
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S causation
NP[I:] activity
ACTOR
THEME

VP -

CAUSE

I1=[3],E=]
VP(e_mpariz PP ] (ol .
bounded-translocation
MOVER
GOAL

PATH

Vo  Np=I EFFECT

However, we also want to allow path modifiers between the verb
and the PP that modify the embedded event as in (26-c). A modifier
such as along the line does not contribute a participant to the motion
event, in contrast to the case of the directional argument PP. It only
adds some further specification about the path of this event. Therefore,
it is actually enough for it to have access to the path and not to the
event this path belongs to. For this reason, we propose to add a new
interface feature PATH on the syntactic trees. This feature is accessible
at nodes where path modifiers could adjoin, in particular on the VP
node preceding the PP argument in Figure 26. The feature PATH has to
appear as well on the VP nodes in nOVpp(dir) trees, except that here
the path is part of the main event.

With the additional interface feature PATH, we have to revise the
directional PP modifier trees; they now access the path they refer to
via this feature. The associated frame relates PATH to the AT-REGION of
the NP; see Figure 27.

VP paTH-3] g | Pah
. T REGION
VP (paTH=[3) PP
|:AT—REGION }
p  Npl=1 part-of(&, @)
along
5.3 MG decomposition

of directed motion and caused motion constructions

We have already introduced metagrammar classes for elementary in-
transitive and transitive constructions in Section 4.2. We will now ex-
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Figure 28:

Class DirPrepObj MG class for a directional PP object

export: e, i, prep
identities: e =[0], i =, prep =

VP(paTH=[]
/\
VpPATH=] ~ pp(PREP=[2}I=TLE=0]
Vo
bounded-translocation
[0 | GoAL
PATH

tend these classes in order to cover the directed motion constructions
presented in the previous section.

The MG classes for these constructions are given in Figures 28 and
29. In addition to what we have seen in Section 4.2, we now allow the
definition of export variables within a class. These export variables are
visible to other classes using this class and can then be used to iden-
tify nodes between classes. The class for the directional prepositional
object, DirPrepObj contributes the goal of some directed motion event.
The export variable prep is not relevant for the directed motion case; it
will serve to constrain the preposition in the prepositional object case
treated in Section 6 below. Crucially, in the DirPrepObj class, the event
described here need not be the event denoted by the verb. Therefore,
the event identifier [0 is not linked via an E feature to the verb. De-
pending on the context in which we use this class, this event is either
the main event of the verb (28-a) or an embedded event (28-b).

(28) a. Mary walked into the house
b. Mary threw the ball into the hole.

The solution is to make the event in question accessible via the dec-
laration of export variables. For the combination of DirPrepObj with
the intransitive or with the transitive class, we assume that the two
classes n0V and n0Vnl in turn have an export variable e that is the
event frame variable linked to the V node. The class nOVpp(dir) (Fig-
ure 29, left side) for constructions without a direct object (as in (28-a))
is rather simple since the directional PP adds a participant to the event
denoted by the verb. Obviously, this yields the unanchored tree for
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walked as used in (28-a). Cases such as (28-b) are more complex since
they involve an embedding of the event in which the directional PP
participates. The class nOVnIpp(dir) (Figure 29, right side) is for con-
structions as in (28-b) which have a direct object and a directional
PP. It identifies the directed motion event of the PP with the event
embedded under EFFECT, via the e export variable of the DirPrepObj
class (identity Cy.e =[2]).

5.4 Summary

In this section, we have presented an analysis of verbs and construc-
tions of directed motion and caused motion using LTAG and frame
semantics. We have shown how to decompose elementary construc-
tions into, first, the unanchored tree and its semantics and the lexical
entry and, second, into smaller syntactic and semantic fragments of
which the unanchored elementary construction is built.

We have seen that the metagrammar architecture of LTAG al-
lows us to capture components which several elementary construc-
tions have in common, for instance the class DirPrepObj, which con-
tributes the syntactic slot of the goal of a bounded-translocation. This
small piece of syntactic structure and related meaning can be used in
different ways in larger classes, depending on the embedding of the
bounded-translocation event.

The decoration of the syntactic trees with interface features al-
lows us to access different nodes in a semantic frame, making them
accessible for semantic composition. Summarizing, this first case study
has demonstrated the flexibility with respect to semantic composition
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and the capability of factorization and generalization offered by our
LTAG syntax-semantics interface architecture.

6 APPLICATION II: THE DATIVE ALTERNATION

6.1 Caused possession vs. caused motion construction

The English dative alternation is concerned with verbs like give, send,
and throw which can occur in both the double object (DO) and the
prepositional object (PO) construction as exemplified by (29-a) and
(29-b), respectively. The PO construction is closely related to the
caused motion construction discussed in the previous section, except
that the preposition in the PO construction is always to.

(29) a. John sent Mary the book.
b. John sent the book to Mary.

The two constructions are traditionally associated with a ‘caused pos-
session’ (29-a) and ‘caused motion’ (29-b) interpretation, respectively
(see, e.g., Goldberg (1995)). These two interpretations have often been
analyzed by decompositional schemas of the type shown in (30-a) and
(30-b).

(30) a. [[xACT] CAUSE [y HAVE z]]
b. [[x ACT] CAUSE [z GO TO y]]

In a similar vein, Krifka (2004) uses event logical expressions of the
sort shown in (31) for distinguishing the two interpretations. Note
that (31-b) is very close to the semantic frame used in the preceding
sections for caused motion. 7

(31) a. Jeds[AGENT(e,x) A CAUSE(e,s) A s:HAVE(y,2)]
b. Jede’[AGENT(e,x) A CAUSE(e,e’) A MOVE(e’)
A THEME(e’, y) A GOAL(e’,2)]

The differences between the DO and the PO constructions and their
respective interpretations span a wider range of options than those

17 Recall the difference between the relational uses of CAUSE in (30) and (31)
and our use of CAUSE as an event attribute that singles out the cause component
of a causation event; cf. Section 3.2.
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described so far. Rappaport Hovav and Levin (2008) distinguish three
types of alternating verbs based on differences in the meaning compo-
nents they lexicalize: give-type (lend, pass, etc.), send-type (mail, ship,
etc.), and throw-type verbs (kick, toss, etc.).'® They provide evidence
that verbs like give have a caused possession meaning in both kinds
of constructions. The send and throw verbs, by comparison, lexically
entail a change of location and allow both interpretations depending
on the construction in which they occur. The send and throw verbs dif-
fer in the meaning components they lexicalize: send lexicalizes caused
motion towards a goal, whereas throw encodes the caused initiation of
motion and the manner in which this is done. A goal is not lexicalized
by throw verbs, which accounts for the larger range of directional PPs
allowed for these verbs (cf. Section 5.2.4).

Beavers (2011) proposes a formally more explicit explanation of
these observations based on a detailed analysis of the different types
of results that determine the aspectual behavior of the verbs in ques-
tion. He identifies four main types of results for ditransitive verbs: loss
of possession, possession, leaving, and arrival. These results are asso-
ciated with two different dimensions or “scales”: the first two results
belong to the “possession scale”, while the latter two results are asso-
ciated with a location or path scale. Only give verbs lexicalize actual
possession as a result. Send verbs and throw verbs, by contrast, do not
encode actual possession nor do they encode prospective possession
when combined with the PO construction. The result condition that
makes these verbs telic even if the theme does not arrive at the goal
or recipient is the leaving of the theme from the actor. That is, the
aspectually relevant result consists in leaving the initial point of the
underlying path scale.

With respect to the goals of this article, the main question is how
the constructional meaning interacts with the lexical meaning. The
DO construction encodes only prospective possession. Actual posses-
sion must be contributed by the lexical semantics of the verb. This is
the case for give verbs, which explains why there is no difference be-
tween the DO and the PO constructions for these verbs as far as caused

18 For simplicity, we do not consider verbs of communication (tell, show, etc.)
nor do we take into account differences in modality as between give and offer (cf.
Koenig and Davis 2001).
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lexical meaning PO pattern DO pattern
#args result punctual manner motion | (Qarrive) (Qreceive)
give 3 receive yes no no receive receive
(arrive)
hand 3 receive yes yes yes receive receive
(arrive)
send 3 leave yes no yes Qarrive Qreceive
Qarrive
throw 2 leave yes yes yes Qarrive Qreceive
bring 3 arrive no no yes arrive receive

possession is concerned. All other alternating ditransitive verbs show
such a difference since only the DO pattern implies prospective posses-
sion. % Beavers (2011) draws a distinction between different types of
caused possession verbs. Verbs such as give encode pure caused posses-
sion without motion necessarily being involved. Verbs like hand and
pass, by comparison, imply actual possession but also arrival of the
theme via motion. The possession scale is “two-point” or “simplex”
in that its only values are non-possession and possession. It follows
that verbs which lexicalize caused possession are necessarily punctual
since there are no intermediate “points” on this scale. In contrast to
send and throw, verbs like bring and take do encode arrival of the theme
at the goal (Beavers 2011). That is, for these verbs of accompanied mo-
tion, the arrival is actual and not only prospective, and this property
can be regarded as lexicalized since the verbs in question are basi-
cally three-place predicates. Verbs like carry and pull, which lexicalize
a “continuous imparting of force”, behave differently (Krifka 2004).
They are basically two-argument verbs, i.e., they do not lexicalize a
goal, and they are usually regarded as being incompatible with the DO
pattern. 2°

19The story is a bit more complicated: if the goal of the PO construction is
human or human-like (e.g., an institution), there seems to be a conventional
implicature that the (prospective) goal is also a (prospective) recipient, that is,
(prospective) possession seems to be entailed in cases like send the package to
London.

20Krifka (2004) explains this fact by pointing out that the continuous im-
parting of force is a “manner” component that is not compatible with a caused
possession interpretation. The strict exclusion of the DO pattern for verbs indicat-
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In sum, the DO and PO constructions strongly interact with the
lexical semantics of the verb.?! Table 1, which builds on Beavers’ anal-
ysis, gives an overview of the contribution of the lexicon and the con-
structions. Prospectivity is indicated by ‘¢’.

6.2 Analysis of DO and PO

6.2.1 Frame representations

For some of the verbs listed in Table 1, possible frame semantic rep-
resentations are given in Figure 30. We have added a further event
type undergoing which comes with a participant role THEME (32-a) and
which is incompatible with activity (32-b). The main purpose of this
extension in the current context is to characterize the MOVER of a non-
active motion event as a THEME (32-c), in much the same way as the
MOVER of active motion has been co-classified as ACTOR (cf., e.g., Fig-
ure 16).

(32) a. undergoing = event A THEME : T
undergoing A activity <X 1
c. undergoing A motion < THEME = MOVER

Consider the frame for send. The bounded translocation subframe
encodes motion towards the goal without necessarily implying arrival.
The motion is non-active, i.e., of type undergoing, which means that the
mover is the theme of the event. The representation for throw differs
from that for send in that throw lexicalizes a certain manner of activity.

ing accompanied motion like carry has been called into question by Bresnan and
Nikitina (2010) on the basis of corpus evidence. Building on Krifka’s approach,
Beavers (2011, pp. 46f) explains the low frequency of the DO pattern by distin-
guishing between the different kinds of ‘have’ relations involved: the ‘have’ of
control by the actor during the imparting of force and the final ‘have’ of posses-
sion by the recipient. He proposes a “naturalness constraint” which largely, but
not totally, excludes caused possession in cases where the actor has control of
the theme at the final point of the event. Conditions of this type would naturally
go into a more detailed frame-semantic analysis elaborating on the ones given in
this paper.

21 The DO construction with the caused possession interpretation also occurs
for creation verbs with benefactive extension as in bake her a cake. The corre-
sponding PO pattern requires a for-PP, which will not be taken into account in
this paper.
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MOVER RESULT
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possession
POSSESSOR
POSSESSED

Moreover, it is inherent in the given representation that the destina-
tion of the entity thrown is not part of the lexical meaning of throw.
Concerning the semantics of give, we have a caused change of posses-
sion that results in an actual possession state. The embedded event type
change-of-possession introduces a participant role RECIPIENT (33-a).

(33) a. change-of-possession = undergoing A RECIPIENT : T
b. RECIPIENT : T < RECIPIENT = GOAL

We furthermore assume that a RECIPIENT can be described as a kind of
GOAL (33-b).

6.2.2 Constructions

The PO construction is analyzed as a caused motion construction with
a to-PP. Some verbs allowing the DO-PO alternation can also be used
in a general caused motion construction (tree family nOVn1PP(dir));
see (34).

(34) a. He sends the boy into the house.
b. He throws the ball into the basket/at the boy.
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The base trees of the DO and PO families involved in the alternation
are depicted on the left side of Figure 31. The fact that the preposition
is required to be to is encoded in the PREP feature on the PP. The DO
tree is flatter since in this construction, modifiers between the verb
and the first NP object or between the first NP and the second are not
possible.

The semantics of the DO construction is a (prospective) caused
possession meaning which gets further constrained when being linked
to a specific lexical anchor. More concretely, a RESULT feature is pos-
sible but not obligatory for events of type change-of-possession. Fig-
ure 31a shows how the unanchored tree is linked to its semantic frame.
Again, the identities between the interface features I in the syntactic
tree and the thematic roles in the semantic frame provide the correct
argument linking. The semantics of the PO construction differs in that
it triggers a caused motion instead of a caused possession interpreta-
tion; see Figure 31b.

6.2.3 Lexical anchoring

Anchoring the trees from Figure 31 means that the lexical anchor is
substituted into the anchor node and thereby contributes parts of a
semantic frame. The example in Figure 32 shows the lexical anchoring
of the PO construction with the anchor throws. The resulting anchored
elementary tree has a semantic frame that is the unification of the
frames [4] and [0 In a similar way, caused possession verbs like give
can anchor the DO construction.

Now, what happens if throw or send try to anchor the DO con-
struction? That is, how can, e.g., the frame of send (cf. Figure 30) that
represents a caused directed motion be unified with the frame of the
DO construction which represents a caused change of possession (Fig-
ure 31a). The meaning of the combined frame (i.e., of the DO construc-
tion anchored with sends) is, roughly, a causation with effects along
two dimensions: there is a directed motion of the theme and at the
same time the theme undergoes a change of possession. In the model
presented here, this double perspective can be captured by assuming
that the event types bounded-translocation and change-of-possession do
not exclude each other.22 Hence, the effected event can be charac-

22 An alternative solution that keeps these types disjoint would be to use set-
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a) S causation
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EFFECT
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terized by a conjunction of these types. The appropriate matching of
the semantic roles is enforced by the constraints (32-c) and (33-b).
The result of the unification is given in Figure 33. A participant can
thus have different semantic roles that reflect the ways in which it is
involved in the different characterizations of the event.

6.3 MG decomposition

We will now consider the metagrammar classes needed for the dative
alternation, i.e., for the DO and PO constructions. The factorization

valued attributes, which requires however a specific definition of subsumption
for these sets. Another option could be to use different attributes for the differ-
ent dimensions along which an event is described, for instance LOC-ASPECT and
POSS-ASPECT in our case.
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of grammatical information in the metagrammar enables us to gen-
eralize from the two phenomena that we deal with in this paper and
to use the class for directional PP arguments given in Section 5.3 in
both the prepositional object construction of the dative alternation
and constructions with verbs of directed motion.

The classes for the indirect object and the prepositional object are
given in Figure 34. A dative object (class IndirObj) can contribute the
recipient of a change of possession event. This is not the only way
an indirect object can contribute a participant to an event. Note that,
according to the syntactic tree description, the NP node must immedi-
ately follow the verb node, in contrast to the NP node of a direct object
that stands only in a (not necessarily immediate) linear precedence
relation to the verb. The class DirPrepObj-to simply uses the DirPre-
pObj given above and specifies in addition that the preposition has
to be to.

Crucially, in these classes, as in the directional PP class, the event
described in the class need not be the event denoted by the verb.
Therefore, again, the event identifier (0] is not linked via an E feature
to the verb. Depending on the context in which we use the classes, this
event is either the event of the verb or an embedded event.

[ 320 ]



Semantic frame composition in LTAGs

Fi :
Class DOPOConstr o 35f
identities: C;.e =[0], Cy.e = class 01_‘
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export: e ACTOR constructions
THEME
@ activity
. . . . CAUSE
Class C, = IndirObj V DirPrepObj-to ACTOR
export: e, i .
EPEECT undergomg:|
THEME

Now let us inspect the way these classes combine with the tran-
sitive verb class nOVnl in order to build our unanchored DO and PO
trees. The class for the DO-PO alternation is given in Figure 35. We
can capture both constructions in a single class that tells us that we
combine the transitive class with either IndirObj or DirPrepObj-to. The
result is a causation involving an action performed by the actor of the
transitive class. This causation has an effect on the theme of the tran-
sitive class. The nature of this effect depends on the class used for the
third argument. In the DO case (IndirObj) it is a change-of-poss while
in the PO case (DirPrepObj-to) it is a directed motion.

Note that the PO construction is actually slightly more restricted
than the caused motion construction with a directional PP, not only
with respect to the prepositions allowed. The NP of the directional
PP, even if it is a location, receives a kind of institutional reading.
Therefore, purely locational specifications such as the house are odd
here:

(835) a. She sent the package to London.
b. ?She sent the letter to the house.

Such constraints could be modelled via restrictions on the possible
goals. Either the type could be restricted or certain features could be
required for the GOAL value in the DOPOConstr class. For this paper,
we leave the detailed modelling of these constraints aside.

6.4 Further issues

It goes without saying that a full account of the dative alternation
has to cope with many more phenomena than the distinction between
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caused motion and caused possession interpretations and their sen-
sitivity to the lexical semantics of the head verb. The distribution of
the DO and PO variants of the alternation is known to be influenced
by various other factors, including discourse structure effects, heavi-
ness constraints, and the definiteness, pronominality, and animacy of
recipient and theme (cf. Bresnan and Ford 2010). Correspondingly, a
full grammar model would have an information structure component,
ordering constraints which are sensitive to constituent length, and so
on, and, in addition, would allow for defeasible and probabilistic con-
straints. While our grammar framework seems to be well-suited for
implementing requirements of this sort, they are beyond the scope
of our study here, which is primarily concerned with modelling the
influence of narrow verb classes on constructional form and meaning.

7 COMPLEXITY CONSIDERATIONS

Concerning computational complexity, we have to consider the two
main processing components of our architecture: metagrammar com-
pilation and parsing. During metagrammar compilation, we compute
a finite set of minimal models. For the syntactic tree, the search for
minimal models means that all nodes and edges in the models have
to be present in the descriptions given in the metagrammar. The cur-
rent XMG implementation (Crabbé et al. 2013) already provides this
model-building step. For the frame descriptions, a frame must first
be built containing all nodes and edges described in the MG classes.
In a second step, the set of constraints on frames has to be checked
on this particular frame, which might lead to additional type assign-
ments and even additional edges and nodes. In other words, we have
to compute the closure with respect to the constraints. The tractabil-
ity of this step depends heavily on the nature of these constraints. For
instance, in order to ensure the existence of finite minimal models,
we need to avoid constraint loops (see also Carpenter 1992, pp. 95ff).
Tying down the exact conditions on the constraint system that make
it well-behaved with respect to model construction is part of cur-
rent research. Note that the metagrammar compilation can be prepro-
cessed and is independent from the size of the input string. Therefore
its complexity matters less than the complexity of unification during
parsing.
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event Figure 36:
/’\ Partial sketch of constraints
activity motion undergoing on event types
ACTOR : T MOVER : T THEME : T
activity A motion translocation undergoing A motion
ACTOR = MOVER PATH: T THEME = MOVER
Med-
locomotion translocation
GOAL: T
bounded-
locomotion

During parsing, we have to build larger trees via substitution and
adjunction. For this, algorithms of complexity @(n®) with n the length
of the input string are known (Vijay-Shanker and Joshi 1985; Joshi
and Schabes 1997). On the semantic side, substitution and adjunction
go along with the unification of frames (base-labelled feature struc-
tures) as defined in Section 3.3.1. As pointed out by Hegner (1994,
pp. 136ff), the complexity of the unification of base-labelled feature
structures is close to linear in the number of nodes. In fact, Hegner
(1994, ibid.) shows that the complexity increases only slightly if the
resulting feature structure is moreover required to satisfy a finite num-
ber of Horn descriptions. Recall that this is what we need in our ap-
proach since the unification of two frames may activate additional
Horn constraints. But there is a caveat here. Hegner’s result presumes
a finite number of Horn descriptions while (universal) Horn constraints
can give rise to an infinite number of them (cf. Section 3.3.4).

One way to keep this tractable is to make sure that the constraints
under consideration do not introduce new nodes to the structure. Then
the number of generated descriptions to be taken into account is fi-
nite. A new edge and a new node (and possibly further new edges
and nodes) would for instance be added if we had a constraint in our
system saying that if a frame is of type t; and of type t,, then some
additional attribute f has to be added, i.e., t; At, = f : T. So far, we
do not have such constraints in our system. (The typical situation is il-
lustrated by the partial sketch in Figure 36.) None of the conjunctive
types introduces a new feature. Therefore, we make the assumption
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that constraints of this type are not allowed, and that, consequently,
the frames obtained during parsing do not contain more nodes and
edges than the union of the frames involved in the derivation. Con-
straints on relations, such as the transitivity of part-of, must of course
be taken with care, too. But again, as long as no new nodes are added
by the constraints involved, the complexity remains polynomial.

8 CONCLUSION

In this paper, we introduced an LTAG-based syntax-semantics inter-
face with a fine-grained frame-based semantics. We have shown that
this architecture provides the means to associate a detailed decom-
position and composition of syntactic building blocks with a parallel
decomposition and composition of meaning components. Due to its
various possibilities for decomposing elementary trees and because of
its extended domain of locality, LTAG allows one to pair not only lexi-
cal items with lexical meaning but also constructions with their mean-
ing contributions. Furthermore, due to the metagrammatical specifi-
cation of TAG elementary trees, the meaning contributions of single
argument realizations and of their combinations can be described in a
principled way, in parallel to a similar decomposition of the syntactic
elementary trees.

We applied the framework to the case of directed motion expres-
sions, and we have shown how to capture the various ways a direc-
tional PP adds information about the path of the motion event. Fur-
thermore, we have demonstrated how to model syntax and semantics
of the dative alternation, separating constructional aspects of meaning
from lexical ones. Finally, we have presented a metagrammatical de-
composition of our constructions that allows for an elegant meaning
factorization which brings the two phenomena together by character-
izing the parts that they have in common.

Besides giving a detailed frame-based analysis of lexical and
constructional meaning aspects, our approach integrates this into a
syntax-semantics interface. Via substitution and adjunction, the frame-
based characterization of the events described by entire sentences can
be compositionally derived.

The frames we use for semantics are typed feature structures that
do not necessarily have a unique root, that allow to access any node
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in the feature structure via designated base nodes, and that allow for
relations between nodes, besides the usual functional attributes. Such
structures can be formalized as base-labelled feature structures. We
have presented a feature logic that allows us to specify these frames
and to express general constraints on them. We also described criteria
for these constraints such that semantic composition (i.e., unification)
under constraints is tractable.
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