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This paper analyzes the language-theoretic complexity of Harmonic
Serialism (HS), a derivational variant of Optimality Theory. I show
that HS can generate non-rational relations using strictly localmarked-
ness constraints, proving the “result” of Hao (2017), that HS is ratio-
nal under those assumptions, to be incorrect. This is possible because
deletions performed in a particular order have the ability to enforce
nesting dependencies over long distances. I argue that coordinated
deletions form a canonical characterization of non-rational relations
definable in HS.

1 introduction

A classical question in mathematical linguistics concerns whether or
not patterns describable by grammar formalisms resemble natural lan-
guage dependencies (Chomsky 1959; Berwick 1984). An ideal gram-
mar formalism should be expressive enough to generate all attested
languages, but also restrictive enough to exclude patterns thought to
be impossible in natural language.

In phonology, the seminal work of Johnson (1970, 1972) and Ka-
plan and Kay (1994) showed that the Sound Pattern of English (SPE)
formalism of Chomsky and Halle (1968) is equivalent in generative

Journal of Language Modelling Vol 7, No 2 (2019), pp. 49–99



Yiding Hao

power to finite-state transducers (FSTs). Henceforth, it has been gener-
ally accepted that the mapping from underlying phonological repre-
sentations (URs) to surface phonetic representations (SRs) in a given
language can be computed using an FST. Empirical evidence in fa-
vor of this hypothesis can be found in the SPE phonology literature,
as well as in the success of hidden-Markov-model-based approaches
to automatic speech recognition (Baker 1975; Lowerre 1976; Jelinek
1976).

If it is empirically true that phonological mappings are finite-
state, then theoretical frameworks for phonology should ideally de-
scribe only mappings that are finite-state. Frank and Satta (1998) carry
out an analysis of Optimality Theory (OT, Prince and Smolensky 1993,
2004), showing that the full OT framework can describe non-rational
relations, and is therefore too powerful according to the criterion of
finite-stateness. They do this by following Ellison (1994) in thinking
of OT constraints as FSTs that read input–output pairs and emit viola-
tion marks. However, Frank and Satta also find that OT can be made
equivalent to FSTs by assuming that for each constraint there is an up-
per bound on the number of violation marks that the constraint may
assign to any given input–output pair. Accordingly, Karttunen (1998)
has developed a finite-state calculus for implementing this violation-
bounded version of OT.

This paper presents an analysis of Harmonic Serialism (HS), a vari-
ant of OT in which surface forms are computed by recursively applying
incremental changes to underlying forms. These incremental changes
are chosen from a collection of basic operations based on an OT-style
constraint ranking system. Previous work on the expressive power of
HS includes Lamont (2018a,b), who shows that HS can implement
bounded alphabetical sorting if constraints are strictly piecewise and
if the basic operations include metathesis. Hao (2017), on the other
hand, arrives at the main conclusion that if markedness constraints are
strictly local and if the basic operations only include insertion, dele-
tion, and substitution of a single symbol, then HS only produces ra-
tional relation. The present paper disproves the latter “result” by con-
structing an HS grammar that produces a non-rational relation while
fulfilling Hao’s assumptions.

The structure of this paper is as follows. Section 2 defines termi-
nology and notation used in the rest of this paper. Section 3 introduces
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the formalism of OT and reviews existing literature in finite-state OT.
Section 4 defines HS along with various kinds of markedness con-
straints. In Section 5, I show that the model from Section 4 can pro-
duce a non-rational relation by relying on carefully coordinated dele-
tions. Section 6 argues that all non-rational mappings in HS are im-
plemented in a manner similar to the non-rational mapping from Sec-
tion 5. Section 7 concludes.

2 preliminaries
Let us adopt the following standard notations and definitions. Z is the
set of integers, and N ⊊ Z is the set of non-negative integers. Unless
otherwise specified, the letters Σ, ∆, and Γ denote finite alphabets not
including the special symbols ⋊ and ⋉. When used, these special sym-
bols represent the left and right boundaries of a string, respectively.

The length of a string x is denoted by |x |, and λ denotes the empty
string, the unique string of length 0. Alphabet symbols are identified
with strings of length 1, Σk denotes the set of strings of length k, Σ≤k

denotes the set of strings of length at most k, Σ∗ denotes the set of all
strings over Σ, and Σ+ denotes the set Σ∗\{λ}. For strings a and b, ab
denotes the concatenation of a and b. This notation is extended to sets
of strings A and B in the usual way. We say that a is a substring of b if
there exist strings l and r such that b = lar.

For sets A and B, A× B is the Cartesian product of A and B. An
n-ary relation over A1, A2, . . . , An is a subset R ⊆ A1 × A2 × · · · × An. If
〈a1, a2, . . . , an〉 ∈ R, then we may write R(a1, a2, . . . , an). If n = 2, then
we may also write a1 R a2. For any sets A, B, and C , the composition
of a relation R ⊆ B × C with a relation S ⊆ A× B is the unique binary
relation R◦S ⊆ A×C such that a R ◦ S c if and only if there exists b such
that a S b and b R c. The transitive closure of a relation R is defined as

R+ :=
∞∪
i=1

R ◦ R ◦ · · · ◦ R︸ ︷︷ ︸
i-many times

.

An equivalence relation over A is a relation R ⊆ A× A satisfying the
following properties.

• For all a ∈ A, a R a (i.e., R is reflexive).
• For all a, b ∈ A, if a R b, then b R a (i.e., R is symmetric).
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• For all a, b, c ∈ A, if a R b and b R c, then a R c (i.e., R is transitive).
For each a ∈ A, the equivalence class of a with respect to R is the set
[a]R := {b|b ∈ A, b R a}. The quotient of A under R is the set A/R :=
{[a]R|a ∈ A}. Each element of A/R is called an equivalence class.

A finite-state transducer (FST) is a 6-tuple T = 〈Q,Σ, Γ , I , F,→〉,
where

• Q is a finite set of states;
• Σ is an alphabet called the input alphabet;
• Γ is an alphabet called the output alphabet;
• I ⊆Q is the set of initial states;
• F ⊆Q is the set of final states; and
• →⊆Q× (Σ∪ {λ})× (Γ ∪ {λ})×Q is the transition relation.

We assume without loss of generality that if→(q, x , y, r), then x y ̸= λ.
The extended transition relation is denoted by→∗. The notations q

x:y−→ r
and q

x:y−→∗ r denote → (q, x , y, r) and →∗ (q, x , y, r), respectively. The
behavior of an FST T is the relation [T] defined by x [T] y if and only if
T has an initial state q and a final state r such that q

x:y−→∗ r. A relation
is rational if it is the behavior of an FST.

A finite-state automaton (FSA) is a 5-tuple A= 〈Q,Σ, I , F,→〉, where
• Q is a finite set of states;
• Σ is an alphabet called the input alphabet;
• I ⊆Q is the set of initial states;
• F ⊆Q is the set of final states; and
• →⊆Q× (Σ∪ {λ})×Q is the transition relation.

The extended transition relation is denoted by→∗. The notations q
x−→ r

and q
x−→∗ r denote → (q, x , r) and →∗ (q, x , r), respectively. We say

that A accepts a string w if and only if A has an initial state q and a
final state r such that q

x−→∗ r. The language recognized by A is the set
of all strings accepted by A. A language is regular if it is recognized by
an FSA.

3 background
Optimality Theory (OT, Prince and Smolensky 1993, 2004) is a formal-
ism that defines mappings between URs and SRs using ranked, violable
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constraints. An OT grammar is standardly considered to be given by
three components. Firstly, the function Gen takes an input and returns
a set of candidates. Then, the function Eval chooses one or more of
these candidates to be the output of the grammar. The SR of a word
is assumed to be the output of the grammar when given the UR as
input. The computation performed by Eval is parameterized by the
input and by Con, a set of constraints that must be satisfied by input–
output pairs. These constraints typically contradict one another, so
Eval specifies a ranking over Con that determines which constraints
are prioritized over others.1 The relationships among these three com-
ponents are shown visually in Figure 1.

Con

EvalGen SRUR

Figure 1:
The three components
of standard OT

To illustrate, let us consider a concrete example. (1) shows three
words from the Māori language. If a UR ends with a consonant, the
SR is produced by deleting this consonant.
(1) Coda Deletion in Māori (Hohepa 1967; Hale 1973)

a. /hopuk/⇝ [hopu] “catch”
b. /arum/⇝ [aru] “follow”
c. /maur/⇝ [mau] “carry”

A typical OT implementation of this mapping is as follows. Gen takes
a UR as input, and produces as candidates all possible strings that
may be obtained by inserting symbols to the input, deleting symbols
from the input, or changing symbols from the input to other symbols.
From among these possibilities, Eval chooses an output based on the
following constraints from Con. This output is taken to be the SR.

1Other formalisms with violable constraints may feature other methods for
adjudicating between constraints. For example, Harmonic Grammar (Pater 2009;
Potts et al. 2010) features weighted constraints that contribute additively to the
computation of SRs from URs. Ranked constraints give rise to explanations of
linguistic universals based on factorial typology (see Prince and Smolensky 1993,
2004), while weighted constraints account for gang effects (see Pater 2009).
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(2) a. Id: Assign one violation for each symbol from the input that
is changed to a different symbol in the output.

b. Dep: Assign one violation for each symbol inserted into the
input.

c. NoCoda: Assign one violation if the input ends with a con-
sonant.2

d. Max: Assign one violation for each symbol deleted from the
input.

Each constraint assigns to each candidate a score, expressed in units
called violations, that measures the degree to which the candidate vi-
olates the constraint. While several possible rankings of the four con-
straints above may yield the mapping shown in (1), for simplicity let
us assume that the four constraints are ranked in the order shown, with
higher-ranking constraints taking priority over lower-ranking ones.
We denote the constraint ranking by

Id≫ Dep≫ NoCoda≫Max.

Now, let us consider an input ending with a consonant. Based on this
constraint ranking, the output cannot be produced by performing sub-
stitutions or insertions, as candidates produced in this manner vio-
late Id and Dep. The output also cannot end with a consonant, lest it
violate NoCoda. Deleting the final consonant violates Max, but this
is tolerated because Max is the lowest-ranked constraint. All candi-
dates produced by Gen without deletion either end with a consonant,
thus violating NoCoda, or avoid a NoCoda violation by inserting or
changing symbols, thus violating Id or Dep. Constraints may be vio-
lated to varying degrees; thus, deleting additional symbols beyond the
final consonant is not possible, because such candidates violate Max
more severely than the candidate that only deletes the final consonant.

The computation of an output is shown in a table called a tableau.3
An example of a tableau is shown in (3). The columns represent the

2Typically, NoCoda assigns a violation for each syllable ending with a con-
sonant (Prince and Smolensky 1993, 2004). For simplicity, syllabification is not
discussed here, hence this alternate statement of NoCoda.

3For simplicity, only violation tableaux are used in this paper. Comparative
tableaux (Prince 2002, 2003) are also commonly used in OT phonology.
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constraints, from highest-ranked to lowest-ranked. The rows repre-
sent a selection of candidates produced by Gen. Typically, the candi-
dates shown in a tableau are those used to illustrate or justify claims
about the behavior of the grammar, such as the effect of changing the
constraint ranking. Each cell shows the number of violations the con-
straint assigns to the candidate.4 The candidate that is identical to the
input is known as the faithful candidate. The candidate that is chosen
as the output, marked with the symbol �, is known as the winning
candidate, or winner. For a non-winning candidate, the cell associated
with the highest-ranking constraint that distinguishes the candidate
from the winner is annotated with the symbol !.
(3) /hopuk/⇝ [hopu]

hopuk Id Dep NoCoda Max
a. hopuk 0 0 1! 0

� b. hopu 0 0 0 1
c. hopuku 0 1! 0 0
d. hopuu 1! 0 0 0
e. ho 0 0 0 3!

In (3), we consider the tableau of the grammar described by (2) for
the UR /hopuk/. The faithful candidate violates NoCoda. Candidates
c and d satisfy NoCoda, but violate Dep and Id, respectively. Candi-
dates b and e, obtained by deleting the final consonant, violate only
the lowest-ranked constraint Max. However, because candidate e vi-
olates Max thrice while candidate b violates Max only once, candi-
date b is the winner.

3.1 Finite-State Optimality Theory
Māori coda deletion, as described here, is implemented by the FST in
Figure 2. Recall that an FST is a device that reads an input string from
left to right and produces an output while doing so. Throughout the
course of its computation, the FST can be in one of a finite collection of
states, serving as a limited form of memory. The diagram in Figure 2

4Numbers of violations are typically represented in unary notation over the
symbol ∗. Arabic numerals are used here because some parts of this paper repre-
sent numbers of violations using algebraic expressions.
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Figure 2:

An FST that deletes codas

q0start q1

x : x
C : λ
V : V

is interpreted as follows. The FST begins in state q0. After reading
each symbol, the FST may choose to add that symbol to the output
while remaining in state q0 (x : x), or transition to state q1. Should the
machine choose the latter, it must either read a vowel and add it to the
output (V : V ), or read a consonant and omit it from the output (C : λ).
The two circles around q1 indicate that the computation is allowed to
end there; the FST crashes if its computation ends at q0. Since the FST
in Figure 2 has no permissible actions once it has entered state q1, on
any given input it must remain in q0, outputting a copy of its input,
and then transition to q1 while reading the last input symbol. If the
last input symbol is a consonant, that consonant is deleted. We say
that Māori coda deletion is rational, since it can be implemented by
an FST.

In general, OT can define mappings that cannot be computed us-
ing an FST. To see how this is possible, let us consider an example
of a grammar defining a non-rational relation. In this grammar, given
by Gerdemann and Hulden (2012), Gen once again produces candi-
dates by inserting symbols into the UR, deleting symbols from the UR,
and changing symbols of the UR into other symbols. Con contains
the following four constraints, shown in order from highest-ranking
to lowest-ranking.5

(4) a. Dep: Assign one violation for each symbol inserted into the
input.

b. Id: Assign one violation for each symbol from the input that
is changed to a different symbol in the output.

c. Agr: Assign one violation for each occurrence of the sub-
string ab or ba in the output.

d. Max: Assign one violation for each symbol deleted from the
input.

5Again, this is not the only ranking with the intended behavior; for example,
Dep and Id may be switched without consequence.
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Suppose that URs are strings over the alphabet Σ= {a, b} and SRs are
strings over the alphabet ∆ = {a, b, c}. Consider an input of the form
a∗b∗, such as aaabb. A tableau for aaabb is shown in (5).

(5) aaabb⇝ aaa

aaabb Dep Id Agr Max
a. aaabb 0 0 1! 0
b. aaacbb 1! 0 0 0
c. aaaaa 0 2! 0 0
d. bbbbb 0 3! 0 0

� e. aaa 0 0 0 2
f. bb 0 0 0 3!

The faithful candidate a violates Agr, since it contains the substring
ab. Candidates satisfying Agr cannot be chosen as the winner if they
are formed by inserting or changing symbols, since such candidates
violate the higher-ranking constraints Dep and Id, respectively. Thus,
candidates b, c, and d cannot be the winner. An Agr-obeying can-
didate may be obtained by deleting all the as or the bs, resulting in
candidates f and e, respectively. Because Agr ≫ Max, violation of
Max in order to satisfy Agr is warranted. Between candidates f and
e, the candidate that involves less deletion, namely candidate e, vio-
lates Max to a lesser degree, and is therefore chosen as the winner.

In general, when presented with a UR of the form a∗b∗, this gram-
mar deletes all instances of either a or b, whichever symbol occurs
less frequently. This kind of mapping, in which the SR depends on the
frequency of each symbol in the UR, is known as a majority-rules map-
ping (Baković 1999, 2000). Since counting the number of as and bs in
a string requires infinite-state memory, finite-state transducers cannot
compute majority-rules mappings.

Examining tableau (5), we see that the adjudication between can-
didates e and f is done by counting the number of symbols deleted from
the UR. Thus, OT is endowed with the ability to count by the fact that
constraints may be violated to varying degrees. Because of this insight,
existing approaches to finite-state OT have sought to strip constraints
of counting power by imposing restrictions on how constraints may
assign violation marks, or how two candidates may be compared with
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one another. Using the nomenclature of Eisner (2002), the current
proposals for restricted constraints are listed below.
(6) a. n-Bounded Approximation (Frank and Satta 1998; Kart-

tunen 1998): Each constraint may assign at most n-many
violations.

b. Matching (Gerdemann and van Noord 2000; Gerdemann
and Hulden 2012): Each constraint is computed by an FST
that reads candidates and emits violation marks, and can-
didate y is considered worse than candidate z if the set of
positions where violations are assigned to y is a strict su-
perset of those for z.

c. Directional Evaluation (Eisner 2000): Each constraint is
computed by an FST. Candidates are compared to each other
by scanning them left-to-right or right-to-left in parallel, and
a candidate is eliminated as soon as it receives a violation
that at least one other candidate does not receive.

While these approaches do not reflect the version of OT used in
phonology, each of them has a finite-state implementation, and there-
fore none of them can generate majority-rules mappings. Beyond these
approaches, Riggle (2004) proposes an algorithm called the Optimality
Transducer Construction Algorithm (OTCA) that takes an OT grammar
and attempts to produce an FST computing the mapping defined by
the grammar. However, this algorithm is not guaranteed to terminate.

4 harmonic serialism

Harmonic Serialism (HS) is a variation of OT in which SRs are pro-
duced by making incremental changes to URs. In HS, for any given
input, Gen is assumed only to produce candidates that may be ob-
tained by applying to the input one of a small collection of basic op-
erations. Most existing HS analyses assume that these operations may
insert, delete, or change at most one symbol of the input, so that can-
didates differ from the input by an edit distance of at most 1 (Mc-
Carthy 2007). Other proposals for basic operations include applying
multiple instances of the same one-symbol change (McCarthy 2008;
Walker 2008, 2010), creating and adjoining syllables (Elfner 2009,

[ 58 ]



Non-rationality of Harmonic Serialism

2016), creating feet and assigning stress (Pruitt 2008, 2012), and in-
serting or deleting autosegmental association lines (McCarthy 2009).
In order to effect more dramatic changes to URs, HS stipulates that
recursive calls to the grammar are made until a fixed point is reached.
In other words, suppose y is the winning candidate chosen by Eval
for the UR x . If y = x , then y is the SR for x . If not, then the SR for x
is the SR for y. This process is illustrated in Figure 3.

Con

EvalGen Faithful? SRUR

No

Yes

Figure 3:
Harmonic
Serialism

To see how HS works, let us consider an example due to McCarthy
(2010). In Classical Arabic, the two symbols [ʔi] are appended to the
beginning of the SR if the UR begins with more than one consonant.
For example, the SR for the UR /fʕal/ “do!” is [ʔifʕal]. One possible
constraint ranking deriving the correct SR is shown below.
(7) a. *CO: Assign one violation if the word begins with more than

one consonant.
b. Max: Assign one violation for each symbol deleted from the

input.
c. Id: Assign one violation for each symbol from the input that

is changed to a different symbol in the output.
d. Onset: Assign one violation if the word does not begin with

a consonant.
e. Dep: Assign one violation for each symbol inserted into the

input.
Since the constraint *CO outranks all faithfulness constraints, any vi-
olations of *CO occurring in a UR must be repaired in the SR. The fact
that Dep is the lowest-ranking faithfulness constraint means that *CO
will be repaired via insertion. Let us assume that low-ranking marked-
ness constraints not shown above ensure that any inserted vowel is i,
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and any inserted consonant is ʔ.6 Accordingly, on input fʕal, we see
that the winner repairs the *CO violation by inserting a vowel.
(8) Step 1: fʕal⇝ ifʕal

fʕal *CO Max Id Onset Dep
a. fʕal 1! 0 0 0 0
b. ʕal 0 1! 0 0 0
c. iʕal 0 0 1! 1 0

� d. ifʕal 0 0 0 1 1
The tableau above follows McCarthy (2007) in assuming that Gen can
only change a single symbol. Thus, the final SR [ʔifʕal] is not available
among the candidates shown. Since the winner in (8) is not the faithful
candidate, the grammar is called a second time.
(9) Step 2: ifʕal⇝ ʔifʕal

ifʕal *CO Max Id Onset Dep
a. ifʕal 0 0 0 1! 0
b. fʕal 1! 1 0 0 0
c. ʔfʕal 1! 0 1 0 0

� d. ʔifʕal 0 0 0 0 1
This time, the input violates Onset, since it begins with a vowel. Since
Dep is still the lowest-ranking faithfulness constraint, the winning can-
didate is the one that repairs the Onset violation by inserting a con-
sonant. Since the winner is not the faithful candidate, the grammar is
called for a third time.
(10) Step 3: Convergence

ʔifʕal *CO Max Id Onset Dep
� a. ʔifʕal 0 0 0 0 0

b. ifʕal 0 1! 0 1 0
c. iifʕal 0 0 1! 1 0
d. iʔifʕal 0 0 0 1! 1

This time, the input does not violate any of themarkedness constraints.
The unfaithful candidates introduce gratuitous violations of faithful-

6This is known as the emergence of the unmarked (McCarthy and Prince 1994).

[ 60 ]



Non-rationality of Harmonic Serialism

ness constraints, so they are all eliminated. Since the faithful candi-
date is chosen as the winner, the grammar terminates here. We say
that the grammar has converged to the output [ʔifʕal], so it is chosen
as the final SR for the UR /fʕal/.

Applications of HS in OT phonology are typically motivated by
phonological phenoma that are most elegantly explained by decom-
posing the UR–SR mapping into several derivational steps. Such phe-
nomena famously include examples of opacity. Elfner (2009, 2016),
for example, studies opaque interactions between vowel insertion
and stress assignment, and adopts an HS analysis that implements
the two processes separately, allowing them to interfere with one
another. Other arguments in favor of HS note that phonological
processes seem to be composed of small, incremental operations.
Pruitt (2008), for example, argues that locality effects in foot pars-
ing are best explained by the gradual nature of Gen in HS. A brief
survey of phonological research in HS can be found in McCarthy
(2010).

The remainder of this section declares the assumptions about HS
that I make in order to construct the non-rational HS grammar in Sec-
tion 5. Subsection 4.1 formally defines the version of HS studied in
this paper. Subsection 4.2 defines the basic operations of Gen this
paper utilizes, as well as a restrictive class of markedness constraints
that includes the constraints appearing in Section 5.

4.1 Formalization of Harmonic Serialism
For completeness, this section presents a formal definition of HS. The
formalization here roughly follows Ellison’s (1994) formalization of
standard OT, which forms the basis of other formalizations appearing
in finite-state OT. There, Gen is taken to be an FST producing candi-
dates. Each constraint is modelled by an FST that reads candidates and
emits numbers in unary notation. The behavior of Eval is described
by an ordering relation on candidates induced by the constraint rank-
ing mechanism.
Definition 11. A constraint overΣ is a rational function c :

�
Σ≤1×Σ≤1
�∗

→ N. A constraint ranking over Σ is a sequence 〈c1, c2, . . . , cn〉, where
each ci is a constraint over Σ. For each i, j, we say that ci outranks c j

and write ci ≫ c j if i < j.
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Definition 12. An HS Grammar is an ordered triple 〈Σ,Gen,Con〉,
where

• Σ is an alphabet;
• Gen : Σ∗→ �Σ≤1 ×Σ≤1

�∗ is a rational relation; and
• Con is a constraint ranking over Σ.
The above definition departs from Ellison (1994) in that candi-

dates are represented as strings of pairs rather than strings of alpha-
bet symbols. This kind of representation allows Definition 12 to model
faithfulness constraints (Chen-Main and Frank 2003), which depend
on both the input and the potential output represented by a candidate.
The pair-string representation is also standardly used in OT analyses
following Correspondence Theory (McCarthy and Prince 1995). I follow
Riggle (2004) in modelling constraints as FSTs that read pair strings
and emit violations.
Definition 13. A candidate over Σ is a string in �Σ≤1 ×Σ≤1

�∗. We may
sometimes denote the candidate 〈x1, y1〉〈x2, y2〉 . . . 〈xn, yn〉 using the
notation x1 x2 . . . xn 7→ y1 y2 . . . yn.

Eval was formalized by Samek-Lodovici and Prince (1999,
2002), who noted that the behavior of an HS grammar towards a can-
didate x 7→ y is completely dependent on the number of violations
assigned to x 7→ y by each constraint. To that end, Samek-Lodovici
and Prince identify candidates with their violation profiles, or costs.
Definition 14. Let C = 〈c1, c2, . . . , cn〉 be a constraint ranking over Σ.
For x 7→ y ∈ �Σ≤1 ×Σ≤1

�∗, the cost of x 7→ y with respect to C is the
vector

cC(x 7→ y) := 〈c1(x 7→ y), c2(x 7→ y), . . . , cn(x 7→ y)〉 ∈ Nn.

Candidates violating lower-ranked constraints are preferred over
candidates violating higher-ranked constraints, and candidates incur-
ring few violations of a particular constraint are preferred over can-
didates incurring many violations of that constraint. This preference
relation is represented by an ordering over cost vectors.
Definition 15. Let a = 〈a1, a2, . . . , an〉 and b = 〈b1, b2, . . . , bn〉 be vec-
tors in Zn. We say that a is more harmonic than b, and write a ≻H b, if
there exists j ∈ {1,2, . . . , n} such that a j < b j and for all i < j, ai ≤ bi.
We write a ⪰H b if a ≻H b or a = b.7

7Note that ≻H is the lexicographic ordering on Zn.
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Under Definition 15, candidates with more harmonic cost vectors
are preferred over candidates with less harmonic cost vectors. There-
fore, among a set of candidates, Eval chooses the candidate with the
most harmonic cost vector as the winner.
Definition 16. Let C be a constraint ranking over Σ. The function
EvalC : P
��
Σ≤1 ×Σ≤1
�∗�→ P(Σ∗) is defined by

EvalC(K) :=
�

y
��x 7→ y ∈ K , cC(x 7→ y) = max

α7→β∈K
cC(α 7→ β)
	
,

where max is taken with respect to ⪰H .8
Finally, let us conclude this subsection by defining the UR–SR

mapping H+G generated by an HS grammar G.
Definition 17. Let G = 〈Σ,Gen,Con〉 be an HS grammar. The relation
HG is defined as follows: x HG y if and only if y ∈ EvalCon(Gen(x)).
The relation H+G is defined as follows: x H+G y if and only if y HG y
and there exist x1, x2, . . . , xn such that x1 = x , xn = y, and for each i,
x i HG x i+1. If x HG y, then we say that y is an output of G on input x .
If x H+G y, then we say that G converges to y on input x .
Example 18. Fix Σ= {a, b}. Let us construct a simple HS grammar in
order to illustrate how Gen and Con may be implemented using FSTs.
Suppose Gen inserts, deletes, or substitutes a single symbol from its
input, and suppose Con consists of a single constraint, shown below.
(19) *CC: Assign one violation for each instance of bb in the output.
Intuitively, *CC declares a dispreference for outputs containing con-
sonant clusters.

Gen is implemented by the FST in (20).
(20) FST for Gen (x , y ∈ Σ≤1; x ̸= y)

q0start q1

x : 〈x , x〉

x : 〈x , y〉

x : 〈x , x〉

*CC is implemented by the FST in (21). Here, • represents any
symbol from Σ≤1, so that an arc from state q to state r labelled with

8Note that despite the notationmaxx ′ 7→y ′∈K cC (x ′ 7→ y ′), EvalC is not choosing
the candidate with the “maximum cost,” since what is maximal is the harmonicity
of the cost vector.
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〈•, y〉 : z means that q
〈a,y〉:z−−−→ r, q

〈b,y〉:z−−−→ r, and q
〈λ,y〉:z−−−→ r are all possible

transitions of the FST.
(21) FST for *CC (x ∈ Σ∪ {λ})

q0start q1

〈•, a〉 :
〈•, b〉 :

〈•, a〉 :

〈•, b〉 : ∗

On input abbba, Gen produces candidates such as abbba 7→
abbba, abbba 7→ ababba, and abbba 7→ abba.9 For the candidate
abbba 7→ abbba, the FST for *CC outputs ∗∗; for abbba 7→ ababba
and abbba 7→ abba, it outputs ∗. Thus, *CC(abbba 7→ abbba) = 2,
while *CC(abbba 7→ ababba) = *CC(abbba 7→ abba) = 1. Since
*CC is the only constraint, we have cCon(abbba 7→ abbba) = 〈2〉 and
cCon(abbba 7→ ababba) = cCon(abbba 7→ abba) = 〈1〉. Observe that
〈1〉 ≻H 〈2〉.
4.2 Assumptions about HS
The previous subsection defined an HS grammar as a tuple 〈Σ,Gen,
Con〉, but did not address the question of what kinds of FSTs may
implement Gen or constraints of Con. This subsection presents the
following weak assumptions about HS grammars, which suffice to con-
struct the non-rational HS grammar in Section 5.

• Gen can insert a single symbol, delete a single symbol, or change
a single symbol to another symbol.

• Markedness constraints are strictly local.
• Each faithfulness constraint is defined by a set of banned opera-
tions, assigning one violation to any candidate produced by ap-
plying a banned operation.

These assumptions are made explicit in Subsections 4.2.1, 4.2.2, and
4.2.3, respectively.

9Technically, the notation abbba 7→ abba does not specify which of the bs is
deleted. This is not consequential for the rest of the paper.
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4.2.1 Basic operations of Gen
I assume that Gen performs at least the following basic operations.
Definition 22. Let Σ be an alphabet. An operation over Σ is an ordered
pair 〈a, b〉, denoted a 7→ b, where a, b ∈ Σ≤1 and ab ̸= λ. We refer to
a 7→ b simply as an operationwhen the alphabetΣ is clear from context.
Additionally, we say that a 7→ b is

• an insertion if a = λ,
• a deletion if b = λ,
• a substitution if λ ̸= a ̸= b ̸= λ, and
• an identity if a = b.

Definition 23. Let Σ be an alphabet, and define the string of pairs

ω := 〈x1, y1〉〈x2, y2〉 . . . 〈xn, yn〉 ∈
�
Σ≤1 ×Σ≤1
�∗

.

For any operation a 7→ b over Σ, we say that ω is an application of
a 7→ b if there exists i ∈ {1,2, . . . , n} such that a 7→ b = x i 7→ yi and
x j 7→ y j is an identity as long as j ̸= i. When ω is an application of an
operation a 7→ b, we may denote ω by ω = x1 x2 . . . xn 7→ y1 y2 . . . yn.
Without explicitly specifying the operation a 7→ b, we may refer to
ω as a change. If a 7→ b is an identity, then we say that ω is faithful;
otherwise, ω is unfaithful.

A change, as defined above, is an insertion, a deletion, or a sub-
stitution of a single input symbol. In practice, HS grammars consid-
ered in OT phonology rely on much richer operations. For example,
the syllable-building operations of Elfner (2009, 2016) and the foot-
building operations of Pruitt (2008, 2012) may change multiple sym-
bols of the input, depending on how syllables and feet are represented.
However, the availability of richer operations does not change the re-
sult of Section 5 as long as the basic operations above are available.

4.2.2 Markedness constraints
I assume that markedness constraints are strictly local in the following
sense.
Definition 24. A constraint c is a markedness constraint if for every
x 7→ z and y 7→ z, c(x 7→ z) = c(y 7→ z). Otherwise, c is a faithfulness
constraint.
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Definition 25. A markedness constraint c over Σ is strictly k-local
(k-SL) if there exists a set S ⊆ (Σ ∪ {⋊,⋉})k such that for any can-
didate x 7→ y, c(x → y) is the number of unique decompositions of
the string ⋊k−1 y⋉k−1 into substrings l, s, r such that ⋊k−1 y⋉k−1 = lsr
and s ∈ S. We say that c bans s if s ∈ S. A markedness constraint is
strictly local (SL) if it is k-SL for some k.

SL constraints are constraints of the form “Assign one violation
for each instance of ….” Thus, the constraint *CC from Example 18 is
a 2-SL constraint that bans the substring bb. Other markedness con-
straints may be SL even if they are stated differently. For example,
NoCoda from (2) is a 2-SL constraint banning substrings of the form
x⋉, where x is a consonant. Similarly, *CO from (7) is a 3-SL constraint
banning substrings of the form ⋊x y, where x and y are both conso-
nants. Observe also that the constraint Agr from the non-rational stan-
dard OT grammar of (4) is a 2-SL constraint banning the substrings ab
and ba. Therefore, non-rational mappings in OT may be implemented
using only markedness constraints that are SL.

The definition of SL constraints above is based on the strictly local
languages of McNaughton and Papert (1971), a small subclass of the
regular languages belonging to the subregular hierarchy. Intuitively, a
language L is k-strictly local (k-SL) if there exists a k-SL markedness
constraint c such that c(x 7→ x) = 0 for every x ∈ L. A related sub-
regular class of languages is the tier-based strictly local (TSL) languages,
a generalization of the SL languages in which banned substrings may
be interrupted by symbols from a designated subset of the alphabet.
The class of TSL languages was defined by Heinz et al. (2011), who
propose it as a formal characterization of the kinds of phonotactic
dependencies that may occur in natural language phonology. Vari-
ous forms of justification have been given for this hypothesis. Local
phonotactic restrictions on what kinds of phonemes can occur adja-
cent to one another are clearly SL, and therefore TSL. Additionally,
Heinz (2007), Edlefsen et al. (2008), Heinz (2009), and Heinz (2014)
study the typology of stress patterns across languages, showing that
they are usually TSL, while McMullin (2016) and McMullin and Hans-
son (2016) show that long-distance consonant interactions are tier-
based strictly 2-local. Experimentally, Rogers and Pullum (2011), Lai
(2012), Lai (2015), and McMullin (2016) investigate the ability of hu-
mans and non-human animals to learn linguistic and non-linguistic
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patterns, and find that patterns that are learned successfully can be
modelled by TSL languages.

4.2.3 Faithfulness constraints
Finally, I assume that each faithfulness constraint c is associated with
a set O of operations such that c(x 7→ y) = 1 if x 7→ y is an application
of an operation in O, and c(x 7→ y) = 0 otherwise. For each o ∈ O, we
say that c bans o.

The faithfulness constraints Dep, Max, and Id are all of this form,
since they ban all insertions, all deletions, and all substitutions, re-
spectively. Section 5 will make use of faithfulness constraints that ban
deletions of a particular alphabet symbol.

5 nonʿrational mappings in hs

Define the function f :
�
a2 b2
�+

a2ca2
�
b2a2
�+→ Σ∗ as follows.

f
��

a2 b2
�m+1

a2ca2
�
b2a2
�n+1�

:=

(�
a2 b2
�m−n

a2ca2, m≥ n

a2ca2
�
b2a2
�n−m

, m≤ n

This function is defined on inputs consisting of a c preceded by a string
in �a2 b2
�+

a2 and followed by a string in a2
�
b2a2
�+. The behavior of

f is to delete an integer number of b2a2 units to the left of the c,
along with the same number of a2 b2 units to the right of the c. The
function deletes as many b2a2 and a2 b2 units as possible, so that the
total number of units deleted depends on the length of the material
to the left of the c or the material on the right of the c, whichever is
shorter. Since the number of b2a2s deleted must match the number of
a2 b2s deleted, I refer to f as the matching deletion function.

The goal of this section is to show that matching deletion is not
finite-state, and that HS can implement it under the weak assumptions
from Subsection 4.2. Intuitively, computing f requires comparing the
lengths of two substrings of its input, separated by the special char-
acter c. Since FSTs are not capable of this kind of computation, f is
non-rational. I begin this section by making this argument rigorous
in Subsection 5.1. In Subsection 5.2, I construct an HS grammar with
6-SL markedness constraints that maps an underlying form x to the

[ 67 ]



Yiding Hao

surface form f (x) as long as x is within the domain of f . Since ratio-
nal relations are closed under domain restriction to regular subsets,
the relation described by this HS grammar is not rational.
5.1 Non-rationality of matching deletion
The non-rationality of matching deletion can be proven using a
straightforward application of the Pumping Lemma, a standard tool in
formal language theory.10
Lemma 26 (Pumping Lemma). Let L be a regular language. There exists
an integer p ≥ 1 such that every string ξ ∈ L of length at least p may be
decomposed into three substrings ξ = αβγ such that |β | > 1, |αβ | < p,
and αβ+γ ⊆ L. The number p is called the pumping length of L.

Intuitively, the Pumping Lemma describes the behavior of FSAs
when reading long strings. Since an FSA A only has finitely many
states, when ξ is sufficiently long, there must be some state q that
A enters at least twice when reading ξ. The substring β is the sub-
string that is read during the two occurrences of q; i.e., q

β−→∗ q. Since
q
β−→∗ q

β−→∗ q, the substring β may be repeated arbitrarily many times
without producing a string not accepted by A.

To adapt the Pumping Lemma to rational relations, observe that
an FST over input alphabet Σ and output alphabet Γ may be thought of
as an FSA over the alphabet Σ≤1×Γ≤1 by replacing each FST transition
q

x:y−→ r with an FSA transition q
〈x ,y〉−−→ r (Kaplan and Kay 1994). Thus,

the matching deletion function f may be thought of as a language by
encoding each pair 〈x , f (x)〉 as a string of pairs. Unlike in Subsection
4.2.1, here we cannot make any assumptions regarding which sym-
bols of x are aligned with which symbols of f (x) in the pair-string
representation. Instead, since the representation of f as a language is
not unique, we must show that no language representing f is regular.

The proof will proceed as follows. We will consider an input x
with a long left-hand side and an even longer right-hand side, so that
the left-hand side is completely deleted by f . We will show that the
substring β represents some number of a2 b2 units from the input and
some number of b2a2 units from the output. Thus, repeating β results
in increasing the number of a2 b2s in x and b2a2s in f (x). However,

10A complete treatment of the Pumping Lemma may be found in formal lan-
guage theory textbooks such as Sipser (2013).
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since the left-hand side is much shorter than the right-hand side, the
number of b2a2s on the right-hand side of f (x) must decrease when
the number of a2 b2s on the left-hand side of x increases, whence a
contradiction.
Theorem 27. The matching deletion function f is not rational.
Proof. Suppose that f were computed by an FST T . Thinking of T as
an FSA, let p be the pumping length of T . Let

x :=
�
a2 b2
�2p

a2ca2
�
b2a2
�4p

, so that
f (x) = a2ca2
�
b2a2
�2p

,

and let ξ be the string over Σ≤1 × Σ≤1 corresponding to the pair
〈x , f (x)〉 ∈ [T].

By the Pumping Lemma, since |ξ| > p, there exist α,β ,γ such
that ξ = αβγ, |β | > 1, |αβ | < p, and αβ+γ ⊆ [T]. Writing β =
〈y1, z1〉〈y2, z2〉 . . . 〈yn, zn〉, let y := y1 y2 . . . yn and z := z1z2 . . . zn, so that
β represents T reading the substring y and emitting the substring z as
output.

Now, observe that the domain of f is �a2 b2
�+

a2ca2
�
b2a2
�+, and

the range of f is �a2 b2
�+

a2ca2∪a2ca2
�
b2a2
�+. Any string in either the

domain or the range of f contains an integer number of a2 b2s or b2a2s
surrounding an a2ca2 in the middle. Therefore, since αβ+γ ⊆ [T], and
since y must be a substring of the first p-many symbols of x , there
must exist i and j such that the pair-string αββγ represents the pair
〈x ′, f (x ′)〉, where

x ′ =
�
a2 b2
�2p+i

a2ca2
�
b2a2
�4p and

f (x ′) = a2ca2
�
b2a2
�2p+ j

.

Since |αβ | < p, we must have i < p, so 2p + i < 4p. According to the
definition of f ,

f (x ′) = a2ca2
�
b2a2
�4p−(2p+i)

= a2ca2
�
b2a2
�2p−i

,

so j = −i. Since a string cannot have a negative length, we must
have j = i = 0. However, this implies that |β | = 0, contradicting the
Pumping Lemma, so we conclude that f cannot be computed by an
FST.
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5.2 Matching deletion in HS
Having shown that f is not rational, let us now implement f in HS.
We shall do this by constructing a grammar that, given a UR of the
form �a2 b2
�m+1

a2ca2
�
b2a2
�n+1, behaves as follows.

• First, delete the a immediately to the right of the c:�
a2 b2
�m+1

a2ca2
�
b2a2
�n+1⇝
�
a2 b2
�m+1

a2ca
�
b2a2
�n+1

.

• Next, delete the a immediately to the right of the c:�
a2 b2
�m+1

a2ca
�
b2a2
�n+1⇝
�
a2 b2
�m+1

a2c
�
b2a2
�n+1

.

• Next, delete the a immediately to the left of the c:�
a2 b2
�m+1

a2c
�
b2a2
�n+1⇝
�
a2 b2
�m+1

ac
�
b2a2
�n+1

.

• Next, delete the a immediately to the left of the c:�
a2 b2
�m+1

ac
�
b2a2
�n+1⇝
�
a2 b2
�m+1

c
�
b2a2
�n+1

.

• Next, do the same with the bs adjacent to the c; delete the two bs
immediately to the right, and then the two bs immediately to the
left: �

a2 b2
�m+1

c
�
b2a2
�n+1⇝ · · ·⇝ �a2 b2

�m
a2ca2
�
b2a2
�n

.

The effect of these eight derivational steps is to delete a full b2a2 from
the right and a full a2 b2 from the left. This process continues until
either the left side has no more a2 b2s or the right side has no more
b2a2s. If m ≤ n, then the total number of b2a2s and a2 b2s deleted is
m+ 1, so the SR is a2ca2

�
b2a2
�n−m. If m≥ n, then the total number of

b2a2s and a2 b2s deleted is n+ 1, so the SR is �a2 b2
�m−n

a2ca2.
To obtain this behavior, the grammar we construct must fulfill

three criteria. Firstly, the grammar needs to contain markedness con-
straints against substrings occurring near the c. This is because HS
grammars can only perform unfaithful operations in order to repair
violations of markedness constraints, so the deletions performed by
the grammar must destroy banned substrings. Secondly, the gram-
mar must contain a mechanism for ensuring that the symbols adja-
cent to the c are deleted in the correct order – first to the right of
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the c, and then to the left of the c. If the grammar were allowed
to delete symbols adjacent to the c in an arbitrary order, then there
would be no non-rational dependency between the number of a2 b2s
deleted to the left of the c and the number of b2a2s deleted to the
right of the c. Finally, the grammar must ensure that no more dele-
tions occur when all the material either to the left or to the right
of the a2ca2 center marker has been deleted. Otherwise, the gram-
mar would associate each UR with the SR a2ca2, resulting in a ratio-
nal map.

These three components of the construction are presented in Sub-
sections 5.2.1, 5.2.2, and 5.2.3, respectively. Subsection 5.2.4 shows
how the three components are combined together to form an HS gram-
mar implementing f .
5.2.1 Motivating deletion
Let us assume that faithfulness constraints are ranked so that the only
possible actions of the grammar are to delete an a, to delete a b, or to
do nothing. The behavior we wish to implement is for the grammar
to delete symbols adjacent to the c. These deletions are driven by two
markedness constraints, ranked in the order shown below.
(28) a. *ab: Assign one violation for each occurrence of ab or ba.

b. *caa: Assign one violation for each occurrence of caa, aac,
cbb, or bbc.

Consider a string �a2 b2
�m+1

a2ca2
�
b2a2
�n+1 in f ’s domain. Every sym-

bol of this string other than those comprising the aca in the mid-
dle forms part of an ab or ba sequence banned by *ab. Since each
a2 b2 segment and each b2a2 segment introduces one ab substring and
one ba substring, the total number of violations assigned by *ab is
2(m + 1) + 2(n + 1) = 2(m + n) + 4. The a2ca2 segment in the middle
consists of two overlapping instances of substrings banned by *caa,
namely a2c and ca2. Thus, *caa assigns 2 violations in total.

Since every a is adjacent to another a and every b is adjacent to
another b, deleting a single a or a single b cannot repair a violation
of *ab. This is seen in candidate d of tableau (29a): there, an a is
deleted from the last a2 b2 segment to the left of the c, but the number
of violations of *ab does not change. On the other hand, deleting one
of the as adjacent to the c results in the destruction of either the ca2
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segment or the a2c segment, so the number of violations assigned by
*caa is reduced by 1. Thus, the first step of the derivation is to delete
an a adjacent to the c.

The result of the first step is a string in which the c is flanked by
two as on one side and a single a on the other. These are shown in
candidates b and c of (29a).11 Since the single a is no longer adjacent
to another a, it now forms an ab segment with the neighboring b that
is vulnerable to deletion. This is shown in candidate b of (29b). While
it is still possible to repair a violation of *caa by deleting an a on
the other side of the c, as in candidate c of (29b), repairing *caa is
dispreferred to repairing *ab because the latter constraint outranks
the former. Thus, the second step of the grammar’s derivation is to
delete the single a that occurs between the c and a b.
(29) a. First repair *caa…

(a2 b2)m+1a2ca2(b2a2)n+1 *ab *caa

a. (a2 b2)m+1a2ca2(b2a2)n+1 2(m+ n) + 4 2!

� b. (a2 b2)m+1a2ca(b2a2)n+1 2(m+ n) + 4 1

� c. (a2 b2)m+1aca2(b2a2)n+1 2(m+ n) + 4 1

d. (a2 b2)mab2a2ca2(b2a2)n+1 2(m+ n) + 4 2!

b. …then repair *ab

(a2 b2)m+1a2ca(b2a2)n+1 *ab *caa

a. (a2 b2)m+1a2ca(b2a2)n+1 2(m+ n) + 4! 1

� b. (a2 b2)m+1a2c(b2a2)n+1 2(m+ n) + 3 2

c. (a2 b2)m+1aca(b2a2)n+1 2(m+ n) + 4! 0

Observe that while destroying the ab segment in (29b), the gram-
mar has created a cb2 segment, which is banned by *caa. This is per-
missible because *ab outranks *caa, so introducing a new violation
of the latter is justified by removing a violation of the former. The
result of the two derivational steps is again a string in which *caa is
violated twice and *ab cannot be repaired. In general, the effect of the
two constraints of (28) is to ensure that deletions occur two at a time:

11Both candidates have been marked as winning candidates, but in the next
subsection candidate c will be eliminated as a possible winner.
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first an a or a b to the left or to the right of the c, and then the other
a or b on the same side of the c.
5.2.2 Enforcing directionality
The constraints of (28) create a mechanism by which the grammar is
now required to delete as and bs adjacent to the c two at a time. The
next step is to ensure that these pairs of deletions occur in the correct
order: first the as on the right, then the as on the left, then the bs on the
right, then the bs on the left. This particular ordering of the deletions
ensures that every eight derivational steps, exactly one complete a2 b2

segment to the left of the c and one complete b2a2 segment to the right
of the c are deleted. Therefore, no partial a2 b2 or b2a2 segment may
remain at the end of the derivation, and the number of a2 b2s deleted
must always match the number of b2a2s deleted.

In (29b), we see that a deletion repairing *ab must always occur
on the same side of the c as the previous deletion repairing *caa. How-
ever, in (29a) we see that the constraints of (28) allow for a choice be-
tween two possible actions: destroying a ca2 or cb2 segment by delet-
ing to the right of the c, or destroying an a2c or b2c segment by delet-
ing to the left. The goal of this subsection is to remove this choice by
imposing a preference for correct deletions over incorrect ones.

To that end, consider the possible strings that may be obtained
from �a2 b2
�m+1

a2ca2
�
b2a2
�n+1 by deleting symbols adjacent to the c in

the manner described in Subsection 5.2.1. Any such string containing
two violations of *caa and no repairable violations of *ab must adhere
to one of the following patterns.
(30) a. Σ∗a2ca2Σ∗

b. Σ∗a2cb2Σ∗

c. Σ∗b2cb2Σ∗

d. Σ∗b2ca2Σ∗

After a *caa violation is repaired, the resulting string contains either
an a sandwiched between the c and a b or a b sandwiched between the
c and an a. The location of the single a or b reflects the location of the
*caa-repairing deletion: either both occur to the left of the c or both
occur to the right of the c. (31) shows that eight unique configurations
can be reached from one of the patterns in (30) by deleting either on
the left or on the right.
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(31) a. Σ∗a2ca2Σ∗⇝ Σ∗baca2Σ∗ (left)/Σ∗a2cabΣ∗ (right)
b. Σ∗a2cb2Σ∗⇝ Σ∗bacb2Σ∗ (left)/Σ∗a2cbaΣ∗ (right)
c. Σ∗b2cb2Σ∗⇝ Σ∗abcb2Σ∗ (left)/Σ∗b2cbaΣ∗ (right)
d. Σ∗b2ca2Σ∗⇝ Σ∗abca2Σ∗ (left)/Σ∗b2cabΣ∗ (right)

Since the eight configurations are unique, from each configuration on
the right-hand side of an ⇝ above it is possible to recover both the
pattern from (30) on the left-hand side and whether the configuration
was obtained by deleting on the left or the right.

When the deletions are performed in the correct order, the inter-
mediate strings encountered in the derivation of the grammar cycle
through the four patterns of (30), in the order shown. Because of this,
whether the correct deletion occurs to the left or the right of the c is
completely determined by whether the input matches pattern (30a),
(30b), (30c), or (30d). Four of the eight configurations in (31) reflect
the result of performing the correct action based on the pattern from
(30). The remaining four configurations are obtained when incorrect
actions are performed. Therefore, the correct order of the deletions
can be enforced using a markedness constraint against the four con-
figurations reflecting incorrect deletions.
(32) *baca: Assign one violation for each occurrence of baca, acba,

abcb, or bcab.
To illustrate, consider again the tableau of (29a), but this time

including the constraint *baca. For considerations of space, let M :=
2(m+ n) + 4. While both candidates b and c were marked as winners
in (29a), in (33) candidates b and c are distinguished by the latter’s
violation of *baca. Thus, only candidate b, in which deletion occurs
to the right of the c, is a winner in (33).
(33) *baca distinguishes between candidates b and c

(a2 b2)m+1a2ca2(b2a2)n+1 *ab *caa *baca

a. (a2 b2)m+1a2ca2(b2a2)n+1 M 2! 0

� b. (a2 b2)m+1a2ca(b2a2)n+1 M 1 0

c. (a2 b2)m+1aca2(b2a2)n+1 M 1 1!
d. (a2 b2)mab2a2ca2(b2a2)n+1 M 2! 0
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Since the purpose of *baca is to distinguish between candidates
that are treated identically by the other markedness constraints, the
ranking of *baca relative to *ab and *caa is inconsequential. This
is indicated by the dashed line in tableau (33) separating the *baca
column from the other columns. For convenience, tableaux in the re-
mainder of this section will show the three markedness constraints in
the order presented in (33).
5.2.3 Stopping condition
We have now seen that (28) and (32) together create the eight-step
effect of deleting a full b2a2 to the right of the c and a full a2 b2 to the
left of the c. The final step of the construction is to force the grammar
to converge to a final SR when one of the two sides runs out of a2 b2s or
b2c2s. This has occurred when the string matches one of the following
patterns.
(34) a. Σ∗ba2ca2

b. a2ca2 bΣ∗

c. a2ca2

Pattern (34c) occurs when the original UR �a2 b2
�m+1

a2ca2
�
b2a2
�n+1

contains the same number of a2 b2s to the left of the c as b2a2s to the
right of the c; i.e., when m= n. (34a) occurs when m> n, and therefore
the right side runs out of b2a2s before the left side runs out of a2 b2s.
(34b) occurs when m< n.

As in Subsection 5.2.2, we can consider the configurations that re-
sult when a symbol adjacent to the c is deleted from a string matching
one of the patterns in (34).
(35) a. Σ∗ba2ca2⇝ Σ∗baca2 (left)/Σ∗ca (right)

b. a2ca2 bΣ∗⇝ acΣ∗ (left)/a2cabΣ∗ (right)
c. a2ca2⇝ aca2 ∈ acΣ∗ (left)/a2ca ∈ Σ∗ca (right)

Since no further deletions should occur when one of the patterns in
(34) is reached, all the configurations on the right-hand side of an
⇝ above reflect incorrect deletions, so all the configurations must be
banned by a markedness constraint.
(36) Stop: Assign one violation for each occurrence of baca2⋉, ca⋉4,

⋊4ac, or ⋊a2cab.
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Each of the deletions shown in (35) repairs a violation of *caa, so
Stop must rank above *caa.

To confirm that Stop behaves as intended, let us consider a string
in which the left side contains no a2 b2 segments, but the right side
contains at least one b2a2 segment.
(37) Converging to a final UR

a2ca2(b2a2)n+1 Stop *ab *caa F
� a. a2ca2(b2a2)n+1 0 2n+ 2 2 0

b. aca2(b2a2)n+1 1! 2n+ 2 1 1

c. a2ca(b2a2)n+1 1! 2n+ 2 1 1

d. a2ca2 ba2(b2a2)n 0 2n+ 2 2 1!
Since no violation of *baca can be introduced by deleting a single a or
b from a2ca2(b2a2)n+1, *baca is not shown in the tableau above. Can-
didate b, obtained by deleting an a to the left of the c, contains the
banned substring ⋊4ac, so it violates Stop. Candidate c, obtained by
deleting an a to the right of the c, contains ⋊a2cab, so it also violates
Stop. These violations of Stop eliminate b and c as potential win-
ners. Observe that none of the markedness constraints distinguishes
between candidate a, the faithful candidate, and candidate d, obtained
by deleting a b not adjacent to the c. Instead, candidates like d are
eliminated by low-ranking faithfulness constraints against deleting as
and bs, represented collectively in the column labelled “F.”
5.2.4 Constraint ranking
To complete the construction, all that remains is to arrange the
markedness constraints of (28), (32), and (36) and relevant faithful-
ness constraints to form a ranking that produces the desired behavior.
Let us briefly summarize the ranking requirements identified in the
previous subsections.

• *ab≫ *caa.
• The ranking of *baca is inconsequential.
• Stop≫ *caa.

The faithfulness constraints need to ensure that the only permissible
actions, other than doing nothing, are deleting an a or a b. The con-
straints Id and Dep can be used to ban substitutions and insertions, re-

[ 76 ]



Non-rationality of Harmonic Serialism

*ab

*caa

*Maxa *Maxb

*MaxcStop

Id Dep

*baca

Figure 4:
Required ranking relations
among constraints

spectively. The constraint Max will be replaced with three constraints,
each of which bans deletion of a particular alphabet symbol.
(38) a. Id: Assign one violation for each symbol from the input that

is changed to a different symbol in the output.
b. Dep: Assign one violation for each symbol inserted into the

input.
c. Maxa: Assign one violation for each a deleted from the

input.
d. Maxb: Assign one violation for each b deleted from the

input.
e. Maxc: Assign one violation for each c deleted from the

input.
To allow deletions to occur, Maxa and Maxb must rank below *caa,
and to ban substitutions and insertions, Id and Dep must rank above
*ab. Since deleting a c cannot repair a violation of *ab, Maxc needs
to rank above *caa, but not necessarily above *ab. These ranking re-
quirements, along with the requirements for markedness constraints,
are shown visually in Figure 4. Any ranking compatible with Figure
4 produces the desired behavior, so let us simply assume the ranking
shown below.
Id≫ Dep≫Maxc ≫ Stop≫ *ab≫ *caa≫ *baca≫Maxa≫Maxb

Theorem 39. There exists an HS grammar with strictly local marked-
ness constraints that generates a non-rational mapping between underlying
forms and surface forms.
Proof. Let us confirm that the HS grammar we have constructed be-
haves as expected. Given a UR x = (a2 b2)m+1a2ca2(b2a2)n+1, the gram-
mar should produce f (x) as the SR. As mentioned before, since the
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restriction of a rational function to a regular subset of its domain is
still rational, any grammar that computes f on its domain implements
a non-rational function in general.

I will proceed by first showing that the grammar implements the
eight-step derivational process that deletes exactly one a2 b2 to the
left of the c and one b2a2 to the right of the c. Then, I show that
Stop correctly implements the stopping condition that terminates the
derivation.

Subsections 5.2.1 and 5.2.2 showed that the first two steps of the
eight-step process behave as expected. The following tableaux show
the remaining six steps. As before, let us define M := 2(m+ n) + 4.
(40) a. Deleting an a on the left

(a2 b2)m+1a2c(b2a2)n+1 *ab *caa *baca

a. (a2 b2)m+1a2c(b2a2)n+1 M − 1 2! 0

� b. (a2 b2)m+1ac(b2a2)n+1 M − 1 1 0

c. (a2 b2)m+1a2cba2(b2a2)n M − 1 1 1!

b. Deleting another a on the left
(a2 b2)m+1ac(b2a2)n+1 *ab *caa *baca

a. (a2 b2)m+1ac(b2a2)n+1 M − 1! 1 0

� b. (a2 b2)m+1c(b2a2)n+1 M − 2 2 0

c. Deleting a b on the right
(a2 b2)m+1c(b2a2)n+1 *ab *caa *baca

a. (a2 b2)m+1c(b2a2)n+1 M − 2 2! 0

� b. (a2 b2)m+1cba2(b2a2)n M − 2 1 0

c. (a2 b2)ma2 bc(b2a2)n+1 M − 2 1 1!

d. Deleting another b on the right
(a2 b2)m+1cba2(b2a2)n *ab *caa *baca

a. (a2 b2)m+1cba2(b2a2)n M − 2! 1 0

� b. (a2 b2)m+1ca2(b2a2)n M − 3 2 0
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e. Deleting a b on the left
(a2 b2)m+1ca2(b2a2)n *ab *caa *baca

a. (a2 b2)m+1ca2(b2a2)n M − 3 2! 0

� b. (a2 b2)ma2 bca2(b2a2)n M − 3 1 0

c. (a2 b2)m+1ca(b2a2)n M − 3 1 1!

f. Deleting another b on the left
(a2 b2)ma2 bca2(b2a2)n *ab *caa *baca

a. (a2 b2)ma2 bca2(b2a2)n M − 3! 1 0

� b. (a2 b2)ma2ca2(b2a2)n M − 4 2 0

Tableaux (40a), (40c), and (40e) are analogous to tableaux (29a)
and (33): *caa is violated twice, *ab violations cannot be repaired,
and *baca causes the grammar to choose the correct deletion to re-
pair *caa over the incorrect one. Tableaux (40b), (40d), and (40f),
like (29b), repair a violation of *ab while introducing a violation of
*caa. The winner in (40f), after the eighth step of the derivation, is
(a2 b2)ma2ca2(b2a2)n – the result of deleting exactly one a2 b2 and one
b2a2 from x .

The final part of the proof is to show that the stopping con-
dition behaves as expected. (37) showed that Stop correctly ter-
minates the derivation when m < n. The following tableaux show
that the derivation terminates correctly when m > n and when
m= n.
(41) a. Converging when m> n

(a2 b2)m+1a2ca2 Stop *ab *caa F
� a. (a2 b2)m+1a2ca2 0 2m+ 2 2 0

b. (a2 b2)m+1a2ca 1! 2m+ 2 1 1

c. (a2 b2)m+1aca2 1! 2m+ 2 1 1

d. (a2 b2)ma2 ba2ca2 0 2m+ 2 2 1!

[ 79 ]



Yiding Hao

b. Converging when m= n

a2ca2 Stop *ab *caa F
� a. a2ca2 0 0 2 0

b. aca2 1! 0 1 1

c. a2ca 1! 0 1 1

Candidate b of (41a) is eliminated by Stop because it contains
the offending substring ca⋉4. Similarly, candidate c contains baca2⋉.
As in (37), candidate d is eliminated by low-ranking faithfulness con-
straints. In (41b), b and c are the only candidates that may be obtained
by deleting an a. These candidates contain ⋊4ac and ca⋉4, respec-
tively, so they are eliminated by Stop.

6 canonical nonʿrational mappings
We have now seen that in general, HS grammars with SL marked-
ness constraints can produce non-rational relations. Computing the
matching deletion function requires the ability to enforce dependen-
cies between arbitrarily many nesting pairs of a2 b2 and b2a2 units
separated by arbitrarily long distances. While the markedness con-
straints *caa and *ab are only sensitive to the material immediately
adjacent to the c, deletion was able to extend the reach of these con-
straints by moving a2 b2 and b2a2 units close to the c. The carefully
choreographed manner in which the deletions were carried out al-
lowed the grammar to maintain nesting dependencies reminiscent of
context-free grammars.

The result of the previous section raises the question of what kinds
of non-rational mappings HS can generate. The goal of this section
is to argue that all non-rational relations generated by HS involve
coordinated deletions that occur on opposite sides of some center
marker. Thus, the matching deletion function is a canonical exam-
ple of a non-rational mapping in HS, just as majority-rules mappings
may be seen as canonical examples of non-rational mappings in stan-
dard OT.

Hao (2017) attempted to construct a finite-state model of HS by
first showing that HG is rational for any HS grammar G, and then ap-
plying an algorithm due to Abdulla et al. (2002, 2003) that takes an
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FST as input and attempts to construct an FST computing its transi-
tive closure. Subsection 6.1 reviews this algorithm in detail, includ-
ing sufficient conditions for its termination. Subsection 6.2 argues
that HS grammars violate these conditions exactly when performing
coordinated deletions. In particular, I will show that HS grammars
with SL markedness constraints are rational if they cannot perform
deletion.
6.1 Transducer iteration
Computing the transitive closure of a relation is a difficult prob-
lem. Since transitions between Turing machine configurations can
be modelled by rational relations, the halting problem can be re-
duced to finding the transitive closure of a rational relation. Nonethe-
less, the problem of computing transitive closures, or approxima-
tions thereof, is of substantial practical interest. The field of model
checking, for example, is concerned with determining what states of
a program or other computational system can be reached from an
initial configuration, and in particular whether any of these reach-
able states indicate undesirable behavior. Several studies in this area
have explored the possibility of performing reachability analysis us-
ing FSTs by modelling state transitions as rational relations. To that
end, partial algorithms have been developed that attempt to pro-
duce FSTs computing the transitive closures of rational relations. One
approach, developed by Bouajjani et al. (2000), Jonsson and Nils-
son (2000), Abdulla et al. (2002), and Abdulla et al. (2003), consid-
ers infinite-state transducers computing transitive closures and de-
fines a behavior-preserving equivalence relation under which the
state set has a finite quotient. Another approach, due to Dams et al.
(2001a,b, 2002), also attempts to produce a finite quotient of an in-
finite state set, but the equivalence relation is constructed algorith-
mically while computing increasingly large compositions of an FST
with itself.

The transducer iteration algorithm used in Hao (2017) is the
quotient-based algorithm of Abdulla et al. (2002) and Abdulla et al.
(2003). Since this algorithm is only compatible with FSTs that perform
substitutions, Hao’s construction simulates insertions and deletions by
thinking of them as substitutions involving a designated alphabet sym-
bol representing λ. Abdulla et al.’s technique relies on the observation
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that for any FST T , the composition of [T] with itself n times for some
fixed n is a rational relation. An infinite-state transducer for [T]+ is
produced using a construction for the n-fold composition of T by tak-
ing n to infinity. The size of the state set is reduced by identifying states
with the same behavior and merging them. The algorithm terminates
if finitely many states remain after merging is complete. This termina-
tion condition gives us a sufficient condition for the rationality of [T]+.

Subsection 6.1.1 describes the construction for the infinite-state
transducer computing [T]+. Subsection 6.1.2 presents the equivalence
relation used to collapse the infinite state set into a possibly finite one.
6.1.1 Column transducers
To understand the construction for the n-fold composition of an FST,
let us consider a concrete example.
Example 42. Consider the following FST over the alphabet Σ= {a, b}.
(43) An FST that changes the first b to an a

q0start q1

a : a

b : a

a : a
b : b

The behavior of FST (43) is to change the first b it encounters to an
a. The transitive closure of this relation would change the first n in-
stances of b to as, where the value of n is chosen nondeterministically.
This is clearly finite-state, since it can be computed by the FST shown
below in (44).
(44) An FST that changes the first n-many bs to as

q0start q1

a : a
b : a

b : a

a : a
b : b

The intuition behind Abdulla et al.’s technique is as follows. We
can understand the behavior of an FST on a particular input by in-
specting its run – the sequence of states entered into during the course
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of the computation. For example, (45) shows the runs of (43) when it
is applied twice to the input aabb, producing first aaab and then aaaa.
(45) Runs of FST (43) on input aabb

Time: 0 1 2 3 4

Input 1: a a b b

Run 1: q0 q0 q0 q1 q1

Input 2: a a a b

Run 2: q0 q0 q0 q0 q1

Input 3: a a a a

During the first run of (43), the FST is in state q0 for three time steps,
and then state q1 for two time steps. During the second run, (43) is
in state q0 for four time steps, and then state q1 for one time step.
The behavior of (43) when it is applied twice to some input can be
described by inspecting the columns of table (45). These columns de-
scribe, for each time step, the state of the FST during each of its it-
erations. Based on this, we may construct an FST that simulates two
iterations of (43) by taking each state to represent a column of (45).
The run of such a transducer, shown in (46), resembles table (45), ex-
cept that the “Input 2” row is omitted and the “Run 1” and “Run 2”
rows are merged.
(46) Combining the two runs of (45)

Time: 0 1 2 3 4

Input: a a b b

Run: q0 q0 q0 q1 q1

q0 q0 q0 q0 q1

Output: a a a a

Whenever the transitions p
x:y−→ q and r

y:z−→ s occur in (43), an FST
whose behavior is described by (46) has the transition pr

x:z−→ qs. For
example, between time steps 2 and 3, (45) shows that (43) undergoes
the transition q0

b:a−→ q1 during its first run and q0
a:a−→ q0 during its

second run. Accordingly, (46) shows that the 2-fold iteration of (43)
undergoes the transition q0q0

b:a−→ q1q0 from time step 2 to time step
3. By combining all possible transitions of (43) in this way, we obtain
the FST shown below.
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(47) The composition of (43) with itself

q0q0start q1q0 q1q1

a : a

b : a

a : a

b : a

a : a
b : b

The three states of (47) represent the three possible values that might
appear in a column of table (45). The FST is in state q0q0 when it
has not seen any bs. The FST enters state q1q0 after seeing the first
b. This represents the fact that (43) enters state q1 on upon seeing b
in its first iteration. However, because the b is changed to an a, (43)
does not enter state q1 in its second iteration until the second b of the
original input is seen. When this happens, (47) enters state q1q1. It is
clear that the behavior of (47) is to change the first two bs of its input
to as.

Note that the state q0q1 does not appear in (47). This is be-
cause (43) can only be in state q0 at time t if it has not emit-
ted any bs, so the output of the first run cannot contain any bs
before time t. However, (43) can only be in state q1 if it has
seen at least one b. Since the input to the second run, which is
the output of the first run, does not contain any bs before time
t, (43) cannot enter state q1 during its second run until after
time t.

The ideas discussed in Example 42 are formalized as follows.
Definition 48. An FST 〈Q,Σ, Γ , I , F,→〉 is same-length if for every q, r ∈
Q, q

a:b−→ r implies that |a|= |b|= 1.
Definition 49. Let T = 〈Q,Σ,Σ, I , F,→〉 be a same-length FST. For each
n > 1, the n-fold column transducer for T is defined as the transducer
T n := 〈Qn,Σ,Σ, In, F n,→n〉, where for each q1q2 . . . qn, r1r2 . . . rn ∈Qn,

q1q2 . . . qn
a:b−→n r1r2 . . . rn

holds if and only if there exist a0, a1, . . . , an ∈ Σ such that a0 = a, an = b,
and for each i ∈ {1,2, . . . , m}, qi

ai−1:ai−−−→ ri.
For each n, [Tn] is the n-fold composition of [T] with itself. A

transducer for [T]+ is created by taking the union of all the Tns.
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Definition 50. Let T = 〈Q,Σ,Σ, I , F,→〉 be a same-length FST. The
column transducer for T is defined as the transducer T+ := 〈Q+,Σ,Σ, I+,
F+,→+〉, where

→+ =→∪
�∞∪

n=2

→n

�
.

Since T+ has infinitely many states, it is not an FST. The next sub-
section shows how we can attempt to reduce the size of the state set by
taking its quotient under an equivalence relation. An FST equivalent
to T+ is obtained if the quotient is finite.
6.1.2 Quotient transducers
The technique for merging states is based on eliminating repetitions
of copying states – states whose behavior is to copy the input.
Definition 51. Let T = 〈Q,Σ,Σ, I , F,→〉 be a same-length FST. A state
q is left-copying if for every start state q0 ∈ I , q0

a:b−→∗ q implies a = b.
A state q is right-copying if for every accept state q f ∈ F , q

a:b−→∗ q f

implies a = b. A state q is non-copying if it is neither left-copying nor
right-copying. A state q is copying if it is not non-copying.

For a state q to be left-copying means that the only way to reach
q is for the transducer to copy its input. For q to be right-copying
means that once q has been reached, the only possible action of the
transducer is to copy its input. The equivalence relation on the states
of T+ is defined by merging any two columns that are identical except
for repetitions of copying states of T .
Definition 52. Let T = 〈Q,Σ,Σ, I , F,→〉 be a same-length FST. Define
the equivalence relation ≃T over Q+ as follows. We say that q ≃T r if
and only if we can write

q = qp1
1 qp2

2 . . . qpm
m

r = qr1
1 qr2

2 . . . qrm
m ,

where pi = ri whenever qi is non-copying and for each j, p j > 0 and
r j > 0. The quotient transducer for T is defined as the transducer T≃ :=

〈Q+/≃,Σ,Σ, I/≃, F/≃,⇒〉, where [q]≃T

a:b
=⇒ [r]≃T

if and only if q
a:b−→+ r.

Since ≃ does not distinguish between multiple repetitions of the
same copying state, a canonical notation for equivalence classes of
≃ can be defined by replacing qpi

i and qri
i with q+i whenever qi is a
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copying state. For example, if q is copying but p and r are not, then
the column p8q5r9 belongs to the equivalence class p8q+r9.
Example 53. Consider again the FST (43). The state q0 is left-copying,
since the only transition reaching q0 copies an a to the output stream.
The state q1 is right-copying, since the unique transition from q1 copies
an a or a b to the output stream. In (47), we saw that the columns of
length 2 for the column transducer of (43) are q0q0, q1q0, and q1q1. In
general, columns obtained by iterating (43) are of the form q∗1q∗0. Since
q1 is right-copying and q0 is left-copying, the quotient transducer for
(43), shown below, contains three states: q+0 , q+1 q+0 , and q+1 .
(54) Quotient transducer for (43)

q+0start q+1 q+0 q+1

a : a

b : a

a : a
b : a

b : a

a : a
b : b

It is easy to see that the transducer above has the same behavior as
(44), the transducer computing the transitive closure of (43).

Abdulla et al. (2002) prove that merging states in this way does
not change the behavior of T+ under the condition that no reachable
column in Q+ contains a substring of the form pq, where p ̸= q and
p and q are both left-copying or both right-copying. They ensure that
this condition is fulfilled by requiring that T be deterministic. Abdulla
et al. (2003) relaxes the assumption of determinism by introducing an
algorithm that makes the portion of T containing only the left-copying
states deterministic, and the portion of T containing only the right-
copying states reverse-deterministic. FSTs preprocessed in this man-
ner are called bideterministic, and any same-length FST can be bideter-
minized. Once an FST has been bideterminized, it can be safely used
to construct a quotient transducer without changing the behavior of
the column transducer.
Theorem 55 (Abdulla et al. 2002, 2003). If T is same-length and bide-
terministic, then [T≃] = [T+] = [T]+.

The algorithm for constructing T≃ from an FST T is as follows.
First, T is made bideterministic. Then, the algorithm constructs T n

for n increasingly large, while taking the quotient of the state set
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after each iteration. The algorithm terminates when T n = T n+1 after
columns have been merged based on ≃.
1: procedure Closure(T )
2: Initialize T≃← T , but with each state q replaced with [q]≃.
3: Make T≃ bideterministic.
4: do
5: Set T ′≃← T≃.
6: for each transition [q]≃

a:b
=⇒ [r]≃ of T≃ and s

b:c−→ t of T do
7: Add the transition [qs]≃

a:c
=⇒ [r t]≃ to T≃.

8: Remove unreachable states from T≃.
9: while T≃ ̸= T ′≃
10: return T≃.

Algorithm 56:
Constructing T≃
from T , Abdulla
et al. (2002,
2003)

Each iteration of the algorithm discovers equivalence classes of
T≃ with increasingly longer canonical names. If the length of the
canonical name of a reachable state in T≃ is bounded by some n ∈
N, then after the nth iteration all reachable states of T≃ will have
been discovered, and the exit condition for the while-loop on line
9 will be satisfied. This gives us the termination condition for the
algorithm.
Theorem 57 (Abdulla et al. 2002, 2003). Let T = 〈Q,Σ,Σ, I , F,→〉 be a
same-length FST. If the following conditions are met, then [T]+ is rational.

• There is a bound on the number of non-copying states from Q appear-
ing in the reachable states of T+.

• There is a bound on the number of alternations between left-copying
and right-copying states from Q appearing in the reachable states
of T+.

Example 58. Let G be the HS grammar described at the beginning
of Section 4. Recall that this grammar describes a process of Classical
Arabic wherein an SR receives the prefix [ʔi] if the UR begins with a
consonant cluster. The behavior of HG is as follows. If the input be-
gins with a consonant cluster, then HG adds an i to the beginning.
If the input begins with a vowel, then HG adds a ʔ to the beginning.
For example, the SR [ʔifʕal] for the UR /fʕal/ “do!” is derived as fol-
lows: fʕal HG ifʕal HG ʔifʕal HG ʔifʕal. An FST T with this behav-
ior is shown below. To ensure that T is same-length, the symbol ⊥
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represents λ, and insertions are represented as substitutions of ⊥ for
other symbols. Let us assume that for each state q, T has the transition
q
⊥:⊥−−→ q.

(59) An FST for HG (C is a consonant, V is a vowel)

q0start q3

q1

q4

q2

⊥ : i

⊥ : ʔ
C : C

C : C

C : C

C : C

C : C

V : V

V : VV : V

V : V

The start state q0 is a left-copying state, while q1, q2, q3, and q4 are
right-copying states. Observe that the sub-automaton containing only
state q0 is deterministic, while the sub-automaton excluding state q0

is reverse-deterministic. Therefore, T is already bideterministic.
Let us apply Abdulla et al.’s algorithm to T . The equivalence class

q+0 is the start state of T≃. Bideterminism guarantees that no equiv-
alence class of T≃ has a canonical name containing pq where p ̸= q
and p and q are both left-copying or both right-copying. Therefore,
after the first iteration, the new states added to T≃ are q+0 q+1 , q+0 q+2 ,
q+0 q+3 , q+0 q+4 , q+1 q+0 , q+2 q+0 , q+3 q+0 , and q+4 q+0 . Starting from the start state
q+0 , the new transitions q+0

⊥:i
=⇒ q+0 q+1 and q+0

⊥:c
=⇒ q+0 q+3 , with c = ʔ, are

added to T≃ based on the condition in line 6. From q+0 q+3 , the transi-
tion q+0 q+3

⊥:i
=⇒ q+1 is added. No other new transitions begin at one of the

currently reachable states, so the first iteration terminates here. The
new transitions are shown below.
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(60) Transitions added during the first iteration (the dashed arrow
represents an existing transition)

q+0start

q+1 q+0 q+3q+0 q+1

⊥ : i ⊥ : ʔ⊥ : i

⊥ : i

In the second iteration, the new states added are q+0 q+3 q+0 and
q+0 q+1 q+0 . Note that (60) has no transitions originating from q+0 q+1 , and
the sole transition originating from q+0 q+3 emits a vowel as output.
However, the no transition T from q0 reads a vowel as input, so no
new transitions are added. Since T≃ has not changed during the sec-
ond iteration, the algorithm terminates, returning an FST with the
transitions in both (59) and (60). Observe that the behavior of this
FST is to either simulate (59) or to add ʔi before a consonant cluster
– exactly the behavior of [T]+.
6.2 Matching deletion and copying-state alternations
Theorem 57 identifies two conditions under which the transitive clo-
sure [T]+ of a same-length rational relation [T] is rational. This
subsection applies Theorem 57 to FSTs computing HG, developing
some intuition on when the transitive closure of HG is rational. Ob-
serve first that Theorem 57 is simplified in the case of FSTs imple-
menting a single change because the first condition is automatically
satisfied.
Proposition 61. Suppose T is a same-length FST such that x [T] y if
and only if x 7→ y is a single change. Then, every reachable state of T is
left-copying or right-copying.
Proof. Suppose q is a reachable non-copying state of T . Then, there
exist a starting state q0 and an accepting state q f such that

• q0
a:b−→∗ q with a ̸= b and

• q
c:d−→∗ q f with c ̸= d.
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Thus, ac [T] bd. However, since a ̸= b and c ̸= d, at least two symbols
of ac must differ from their counterparts in bd, so ac 7→ bd cannot be
a change. Thus, T cannot have any reachable non-copying states.

The remaining condition of Theorem 57 is a bound on the num-
ber of alternations between left-copying and right-copying states
in the reachable columns of T+. Suppose T is a same-length FST
implementing a single change. If T enters a left-copying state at
time t, then it has copied its input between time steps 0 and t,
so the single change that T implements occurs after time t. Sim-
ilarly, if T enters a right-copying state at time t, then the single
change occurs before time t, since T can only copy its input af-
ter time t. This means that a bound on the number of alterna-
tions between left-copying and right-copying states corresponds to a
bound on the number of times T can make a change before time t
followed by a change after time t and vice versa, for each time
step t.
Example 62. Define the matching substitution function g as follows.

g
��

a2 b2
�m+1

a2ca2
�
b2a2
�n+1�

:=

(�
a2 b2
�m−n �⊥4
�n+1

a2ca2
�⊥4
�n+1

, m≥ n�⊥4
�m+1

a2ca2
�⊥4
�m+1 �

b2a2
�n−m

, m≤ n

This function is like the matching deletion function, except that in-
stead of deleting symbols adjacent to the c, g replaces themwith⊥. Let
G be the HS grammar for the matching deletion function constructed
in Section 5, and let T be a same-length FST that implements HG,
except that deleted symbols are replaced with ⊥.

On input �a2 b2
�m+1

a2ca2
�
b2a2
�n+1, T reads the symbol c between

time steps t = 4(m+ 1) + 2= 4m+ 6 and t + 1= 4m+ 7. For each a2 b2

unit and b2a2 unit that is changed to ⊥4, T makes two substitutions
after time t and two substitutions before time t. Thus, at time t, T≃ is
in the state �q+L q+R

�k, where qL is left-copying, qR is right-copying, and
k is the total number of a2 b2 and b2a2 units deleted. Since k can be
arbitrarily large for large values of m and n, there is no bound on the
number of alternations between right-copying and left-copying states
in the reachable columns of T+, so T does not fulfill the termination
conditions for Abdulla et al.’s (2002) algorithm.
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As Example 62 shows, the kind of single-change behavior that
is incompatible with Theorem 57 – the kind that alternates between
making changes before and after a certain position in the string – is ex-
actly the kind of behavior forHG that is used to implement the match-
ing deletion function. This justifies the claim that non-rational map-
pings in HS with strictly local markedness constraints consist of coor-
dinated changes occurring on opposite sides of some center marker.
The following example illustrates how deletion makes such behavior
possible.
Example 63. Recall that, in Section 5, the markedness constraint
*baca was used to ensure that deletions occurred in the correct or-
der. By specifying a set of banned substrings containing the c, *baca
is able to enforce a dependency between the choice of which deletion
is carried out and the material that exists on each side of the c.

Now, consider the matching substitution function. It is straight-
forward to modify the grammar from Section 5 for the matching dele-
tion function so that substitions of a or b for ⊥ are performed in place
of deletions. However, as more and more symbols are changed to ⊥,
the a2 b2 and b2a2 units closest to the c become arbitrarily far away
from each other. This suggests that no finite set of banned substrings
can enforce a dependency between the two sides of the c, since for long
inputs the number of ⊥s adjacent to the c will exceed the maximum
length of a banned substring attempting to enforce the dependency. In
other words, deletion makes coordinated changes possible by making
the dependency between the deletions local.

7 conclusion

In the preceding sections, we have seen that HS can generate a
non-rational mapping by performing deletions that occur on oppo-
site, alternating sides of some center marker. These deletions cre-
ate context-free nesting dependencies between various portions of the
deleted material. Although SL constraints by definition can only en-
force dependencies across a bounded distance, we saw that deletion
was able to extend the reach of SL constraints by moving far-away
material into their domains of influence.

The matching deletion function defined in Section 5 differs qual-
itatively from the majority-rules deletion mappings presented in
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Section 3. Majority-rules deletion reflects the ability of standard OT
to perform global optimization. Because standard OT does not assume
Gen to be limited to one change at a time, faithfulness constraints
have the ability to measure the degree to which SRs differ from URs.
Thus, in the example from Section 3, Max is responsible for deter-
mining which symbol should be deleted from the input string. This
determination itself is not rational, since FSTs cannot distinguish be-
tween large numbers of as and bs. It is not obvious whether or not HS
can implement majority-rules deletion using SL constraints because
the limited nature of Gen strips faithfulness constraints of the abil-
ity to count the number of symbols deleted across the string, so that
both markedness constraints and faithfulness constraints are limited
to a local domain of influence. However, as Lamont (2018a,b) shows,
majority-rules mappings are possible in HS if markedness constraints
are given global scope, compensating for the limited power of faith-
fulness constraints.

While the majority-rules mapping reflects the global nature of op-
timization in standard OT, the matching deletion function reflects the
derivational nature of HS and the propensity of HS derivations to con-
verge to a fixed point.12 The constraints *baca and Stop are able to
control the deletion process powered by *ab and *caa by exploiting
the fact that intermediate strings can encode the previous action of
the grammar. Thus, despite the limited power of constraints in HS,
complex computations are still made possible if state is encoded into
the intermediate strings produced in a derivation. This kind of tech-
nique has been used in the HS phonology literature to derive certain
complex patterns. For example, McCarthy (2008) gives an HS deriva-
tion of rhythmic syncope, a mapping in which every second vowel is
deleted, by first organizing phonemes into two-syllable feet, then as-
signing stress to the first syllable in each foot, and then deleting the
unstressed vowels. This cascade of processes serves to mark up the UR
with syllable boundaries, foot boundaries, and stress markers, so that
it is possible for an SL constraint to determine by inspection whether
or not a vowel belongs to an even-numbered position within the string.
While McCarthy presents this analysis of rhythmic syncope as an ad-

12Moreton (1999, 2004) shows that derivations driven by OT-style ranked
constraint systems must always converge to a fixed point.
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vantage of HS over standard OT, the construction of Section 5 shows
that encoding state in intermediate strings can enable computations
that are too complex for phonology.

While this paper has shown that HS is not rational, I have left open
the question of finding a suitable limitation of HS that would elim-
inate the possibility of generating non-rational mappings. Using Ab-
dulla et al.’s algorithm on Hao’s (2017) model would provide a method
to construct an FST for an HS grammar, although there is no guarantee
that the algorithm would terminate. Thus, the approach to finite-state
OT studied here is similar to Riggle’s (2004) OTCA, which does not im-
pose any a priori restrictions on standard OT, but also does not have a
guarantee of termination. One possibility for a finite-state restriction
might be to replace recursive calls to the grammar with a bounded
cascade of distinct phonological processes, in the style of McCarthy’s
implementation of rhythmic syncope. I leave the development of such
ideas for future work.
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