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The relation between syntax and prosody is evident, even if the
prosodic structure cannot be directly mapped to the syntactic one
and vice versa. Syntax-to-prosody mapping is widely used in text-to-
speech applications, but prosody-to-syntax mapping is mostly missing
from automatic speech recognition/understanding systems. This pa-
per presents an experiment towards filling this gap and evaluating
whether a HMM-based automatic prosodic segmentation tool can be
used to support the reconstruction of the syntactic structure directly
from speech. Results show that up to 85% of syntactic clause bound-
aries and up to about 70% of embedded syntactic phrase boundaries
could be identified based on the detection of phonological phrases. Re-
call rates do not depend further on syntactic layering, in other words,
whether the phrase is multiply embedded or not. Clause boundaries
can be well assigned to intonational phrase level in read speech and
can be well separated from lower level syntactic phrases based on
the type of the aligned phonological phrase(s). These findings can be
exploited in speech understanding systems, allowing for the recovery
of the skeleton of the syntactic structure, based purely on the speech
signal.
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1 introduction

A number of applications in automatic speech understanding require
some analysis of the content prior or parallel to speech-to-text con-
version referred to often as automatic speech recognition. In speech
understanding, a pure transcription of the speech yielded by a speech-
to-text converter (speech recognizer) would be insufficient, as the un-
derlying meaning remains unextracted, uninterpreted. Of course, text-
based analysers can be used for the speech-to-text output to assess
meaning, however, this output can be unreliable depending on the
difficulty of the speech recognition task, closely linked to several fac-
tors like environmental ones (noises in the speech signal, distortions),
or speaking style (the “spontaneity” of speech) or in general the com-
plexity of the recognition task (vocabulary, language model perplex-
ity), etc. For some languages – like Hungarian, which is in the center of
interest of the present study – both speech recognition (Szarvas et al.,
2000) and text-based syntactical analysis (Babarczy et al., 2005) are
difficult and work with significantly weaker performance compared to
the English baselines due to the very rich morphology of the language.
If recognition performance is poor, only highly unreliable data could
be fed into a text-based syntactic or semantic analyser to assess the
meaning. On the other side, if speech recognition works with good
accuracy for a given task, the interpretation of the meaning can be
still supported or constrained by other methods than text-based anal-
ysis, in order to add redundancy and create a more robust and more
powerful system.

The speech signal itself carries information related to syntax, rep-
resented by speech prosody. This means that syntax and prosody in-
teract, even if they cannot be mapped directly and unambiguously to
each other (Selkirk, 2001). From a linguistic point of view, the major-
ity of theories dealing with the syntax-prosody relationship conclude
that syntax and prosody are closely related, but this relation cannot
be expressed as a definite mapping between syntax and prosody. The
prosodic structure hypothesis by Selkirk (2001) postulates that the pro-
sodic structure of a sentence is related to (but not fully dependent on)
the surface syntactic structure. In contrast, some theories argue that
prosody is directly governed by the surface syntactic phrase structure
(Kaisse, 1985), but evidence shows rather that the relationship syntax-
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prosody is more difficult, especially as we are approaching the lower
levels (or layers – the two terms are used as synonyms throughout this
paper) of the prosodic hierarchy.
Approaching the same problem from point of view of human

perception, several studies have proven that prosody is an important
clue in syntactic parsing and that prosody constrains lexical access
(Cristophe et al., 2004), which proves its essential role in human
speech perception. Imaging techniques tracing human brain activity
during speech perception by ERP (Event Related Potential) or PET
(Positron Emission Tomography) measurements also support this hy-
pothesis (Li-Yang-Lu, 2010), and it is suspected that prosody is a
predictive clue for syntactic (and semantic) processing in human per-
ception, justified by ERP tests allowing for the tracing of brain activity
(Strelnikov et al., 2006). Indeed, brain areas situated in the dorsolat-
eral prefrontal cortex, associated with the perception of prosody are
very close to (or rather overlapping with) those responsible for syn-
tactic analysis, forming a real prosody/syntax interface in the human
brain (Strelnikov et al., 2006).
Evidence and practice in speech technology also shows the prac-

tical usefulness of the prosody/syntax interface. In text-to-speech con-
version, syntactic analysis of a written sentence has become a common
task prior to speech synthesis (Koutny-Olaszy-Olaszi, 2000), (Becker
et al., 2006). The first initiatives date back even to the 1980s. The
underlying assumption for this approach is that the required prosodic
features of the sentence to be synthesized can be well predicted relying
on syntactic analysis. In other words, one assumes that surface syntac-
tic structure determines the prosodic structure. As this determination
is only partial, applications were often restricted to well described do-
mains, such as name and address synthesis (Silverman, 1993).
Despite the fact that the relation between syntax and prosody

has widely been exploited in text-to-speech synthesis (Hirschberg,
1993), it is not explicitly included in speech recognition: although
prosody is implicitly modelled in segmental domain (i.e a domain pro-
portional to the length of a phoneme) through energy related features
and implicit duration modelling, it remains the most often neglected
in suprasegmental domain (i.e. the length of a word or group of words)
as explained in Vicsi-Szaszák (2010). Some other studies have already
also highlighted this technological gap (Batliner et al., 2006) long time

[ 145 ]



György Szaszák, András Beke

ago. Since then, several attempts were made to integrate prosody into
speech recognition and understanding, focusing essentially on bound-
ary detection tasks using an event detection like approach (Veilleux-
Ostendorf , 1993), (Gallwitz al., 2002), (Shriberg et al., 2000). Iwano
(1999) and Vicsi-Szaszák (2010) implemented alignment based seg-
mentation and boundary detection upon this segmentation. Going
one step further and mapping prosody to syntax and deducing some
syntactical attributes based on prosody or perform disambiguation
is even less frequently used, although is not completely unknown in
speech understanding (Price et al., 1991), (Nöth et al., 2000). A fully
statistical approach for information extraction based on prosody was
presented by Shriberg-Stolcke (2004), without using labelled corpora
to train machine learning based structural and pragmatic taggers,
speaker and word recognizers.

These considerations lead and motivate us to experiment with –
at least partial – recovery of the syntactic structure in speech based
on prosody, an important clue when carrying out automatic interpre-
tation of the content encoded in the speech signal, in order to as-
sess its meaning. Applications so far in this domain are almost ex-
clusively dedicated to disambiguation problems (Price et al., 1991),
(Nöth et al., 2000), where prosody is used to select between ambigu-
ous hypotheses (minimal pair sentences) given a speech sample and
its different interpretations represented by different syntactic struc-
tures. The selection between minimal sentence pairs can be a realis-
tic problem in automatized dialogues, however, it does not provide
a globally useful framework to assess syntax based on prosody. Our
goal is to fill this gap and implement and test a more globally ap-
plicable framework (in contrast to the work presented by Price et al.
(1991)) for syntactic analysis based only on speech, capable of provid-
ing more detailed analysis based also on training with hand labelled
data (in contrast to the work presented by Shriberg-Stolcke (2004)).
The outcome of this activity can be useful in several technologies in-
volving speech understanding, like dialogue-based automatized sys-
tems with speech interface, automatic interpretation (speech trans-
lation), and in general, in any application where analysis of mean-
ing (focus detection, topic detection, keyword spotting, speech seg-
mentation based on prosody, syntactic or semantic analysis, etc.) is
crucial.
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Instead of creating a more or less artificial corpus of minimal pair
sentences, which usually provides only a moderate and often non-
realistic corpus for analyzing purposes, a general, large speech cor-
pus is used. The main interest is to analyse the nature of the rela-
tion between automatically performed prosodic analysis (phonologi-
cal phrase boundary detection and classification) and automatically
generated and previously disambiguated syntactic analysis (this lat-
ter represents the surface syntactic structure). The basic interest is to
explore and evaluate to what extent different levels (called also lay-
ers (Selkirk, 2001)) in the prosodic and syntactic hierarchy can be
mapped to each other, and to analyse further if any type of phonolo-
gical or syntactic phrase exists which has a special impact on syntactic
or phonological structure, respectively. An important side-outcome of
the experiment is to evaluate to what extent automatic prosodic seg-
mentation for phonological phrases can reflect the underlying syntac-
tic structure.
Experiments to be presented in this paper were carried out for the

Hungarian language, however, special emphasis is also put on the uni-
versality and possible extension of the approach for other languages.
This paper is organized as follows: First, syntactic analysis issues

are revised, then the prosodic segmentation of speech is presented
in details. Hereafter, experiments and results are presented for the
reconstruction of the syntax based on speech prosody, followed by
conclusions.

2 syntactic analysis

The syntactic analysis is performed on the transcripts of utterances
which will be used for the evaluation of prosody-to-syntax mapping
experiments. The syntactic analysis – provided as a syntactic phrasing
– serves as a reference when correspondence of the prosodic and syn-
tactic structure is investigated. First, some basic Hungarian specifici-
ties are briefly presented, necessary for the comprehension of the syn-
tactic analysis method used, which has to deal with rich morphology
and relatively free word order. Syntactic analysis is presented next,
with a short outlook explaining the necessary morphological consid-
erations.
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2.1 Specificities of Hungarian syntax
Hungarian is an agglutinating language, with a very rich morphology,
and consequently, grammatical relations are expressed less by word
order constraints and more by suffixes. This allows also for a relatively
free word order, where word ordering is more submitted to the fine
semantic tuning of the meaning, as case information is available via
the suffixes. For example, in English and in many other languages a
basic sentence would start with the subject (noun), followed by the
verb, ended by the object (noun). In Hungarian, the object is differen-
tiated by the objective case (usually suffix -t) and hence is identifiable
as object even if it is moved within the sentence.
Hungarian sentences can be divided into a topic and a predicate

(or comment) part (É. Kiss, 2002). The topic part either contains con-
stituents whose denotation (normally, an individual) counts as given
in the context, or those denoting entities, properties or eventualities
constituting new information that are intended to be contrasted to
their alternatives. In sentences with a narrow or contrastive focus, the
focused unit is placed between the topic and the verb andmust directly
precede the latter – this is the focus position. In other words, constitu-
ents before the verb are associated with specific functions, whereas
units following the verb do not normally express new information
(comment part).

Given that Hungarian is an agglutinating language, i.e. grammat-
ical information is expressed by suffixes rather than word order, the
primary role of word order is to express information structure.
(a) Mária ismeri Józsefet.
(b) Józsefet Mária ismeri.
Thus, the utterance “Mary (Mária) knows Joseph (József)” can take
the forms given in (a) and (b) without a semantic change (Mary is
the subject and Joseph the direct object in both sentences), but the
information structure is different: sentence (a) has either broad focus
with an accent on all content words (also called either a neutral sen-
tence or a sentence with verbal accent), or Mary is in focus and hence
the accented unit in the sentence (verbs are deaccented if the focus
position is filled). In the latter case, the sentence could be an answer
to the question “Who knows Joseph?”. In sentence (b), Mary is in fo-
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cus, but the word order indicates that this sentence is about Joseph
(= the topic) and includes the option of contrastivity (i.e. “… but it
is Rebecca who knows Isaac”).
2.2 Syntactic phrasing
The syntactic analyser is a language-dependent tool (however, of
course, its output is standardized as used in automatic machine trans-
lation tools for example). As experiments presented in this paper were
done for the Hungarian language, the freely available Hunpars tool
(Babarczy et al., 2005) was used as a syntactic analyser was used.
This syntactic analyser uses a so-called phrase-structure grammar, com-
pleted by lexical databases and a morphological analyser to perform
syntactic analysis of written sentences. The analyser outputs tagged
and layered syntactic analysis hypotheses for each input sentence.
In a phrase structure grammar, words are grouped into syntac-

tic phrases, which together form a hierarchic (or layered) structure
(Gazdar et al., 1985). The identification of grammatical dependen-
cies follows based on this hierarchical grouping. The syntactic phrasal
structure is output by bracketing, preserving the hierarchy so that it
can be easily converted into a tree-like representation (see an example
in Fig. 1).
The phrase structure grammar used in Hunpars is head-driven

(Pollard-Sag, 1994): each syntactic phrase has a head, corresponding
to the word that determines the behavior of the phrase within the
syntactic constituent (embedding syntactic phrase or the sentence) lo-
cated one level up in the hierarchy. For example, the syntactic phrase
’a főkonzul lányát’ (the consul’s daughter+Acc) is a noun phrase (NP)
headed by the noun ’lány’ (daughter) – this means that this phrase is
an embedded phrase which behaves as it were a single noun (in Acc).
The sentence shown in Fig. 1 could be bracketed as follows:

[[<<Gróf(NP)> Vásárhelyi(NP)> <Görögországban(NP)>
<kötött ki(VV)> Clause)] és(Conj) [<titkárul(NP)><szerződtette(VV)>
<a(Art) <főkonzul(NP)> lányát(NP)> (Clause)] (Sentence)]
2.3 Morphological analysis

and disambiguation of syntactic analysis
As explained so far, syntactic phrasing of a sentence needs morpho-
logical analysis, too, in order to identify the grammatical cases and

[ 149 ]



György Szaszák, András Beke

Figure 1: An example of syntactic phrase structure of the Hungarian sentence
“Gróf Vásárhelyi Görögországban kötött ki, és titkárul szerződtette a főkonzul lányát”
(Count Vásárhelyi docked in Greece, and hired the daughter of the consul as his sec-
retary)

relations in which words are used actually. This is why a morpholog-
ical analyser, called Hunmorph (Trón et al., 2005), is also used from
within the tool Hunpars.

The rich morphology may also lead to homonymy: words with
same spelling but with different meaning, eventually also two differ-
ent stems with different suffixes may result in the same word having
quite different meaning and being in different cases. This causes am-
biguity during the automatic syntactic analysis. Some disambiguation
is performed during syntactic analysis relying on the phrase structure
grammar (Babarczy et al., 2005): based on a lexicon and some rules,
a part of the concurring analysis hypotheses can be ruled out. The re-
maining ones, however, are all kept and output by the Hunpars tool.
As further automatic disambiguation is not provided by the tool, in a
case of multiple hypotheses the actually correct one was selected by
an expert.

3 automatic prosodic segmentation
of speech

3.1 Prosodic hierarchy model
The model of the prosodic structure used in this work relies on the
prosodic structure hypothesis (Selkirk, 2001). This model provides a hi-
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Figure 2: An example of canonical prosodic structure of a Hungarian sentence
“Gróf Vásárhelyi Görögországban kötött ki, és titkárul szerződtette a főkonzul lányát”

erarchic view of the prosodic structure as follows top-down: utter-
ances are composed of intonational phrases (IP), which can be divided
into phonological phrases (PP). Selkirk’s model differentiates between
major (MaP) and minor (MiP) phonological phrases. Some studies ar-
gue that this distinction is not necessary (Ito-Mester, 2008). Indeed,
the acoustic-phonetic realizations of major and minor phonological
phrases seem to be very close to each other (at least for Japanese
(Ito-Mester, 2008) and for Hungarian, as this issue can be language-
dependent. This suggests creating a sort of recursion in the language,
i.e. there is no significant difference between major and minor pho-
nological phrases, but rather a general phonological phrase layer ex-
ists, which can embed further other phonological phrases and cre-
ates sublayers within the phonological phrase layer of the prosodic
hierarchy model. However, in this work, phonological phrases are re-
garded as being identical with minor phonological phrases unless ex-
plicitly stated otherwise. This prosodic structure is often represented
as a tree or bracketing of the utterance. An example is given in Fig. 2
for a Hungarian sentence (supposing the speaker uses the canonical
prosodic patterns when uttering the sentence): “Gróf Vásárhelyi Görö-
gországban kötött ki, és titkárul szerződtette a főkonzul lányát” (Count
Vásárhelyi docked in Greece, and hired the daughter of the consul as a sec-
retary). The canonical prosodic structure of this sentence could be writ-
ten bracketed as: [[<Gróf Vásárhelyi> <<Görögországban> <kötött ki
és>>][<<titkárul> <szerződtette a>> <főkonzul lányát>]].
The prosodic hierarchy could be further refined, e.g. phonological

phrases are composed of phonological words, called sometimes prosodic
words and so down to the syllable level, but units inferior to (minor)
phonological phrases are beyond our interest in the current work, as
our goal is to assess the syntax based on suprasegmental prosodic fea-
tures. This means that units shorter than a phonological phrase (often
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containing a single prosodic word) are not regarded as suprasegmental
units in speech and fall out of interest here, as segmental domain pro-
cessing of speech is a common task in automatic speech recognition
(even if the used features are rather spectral or spectra-derivative and
not (micro)prosodic ones), whilst suprasegmental domain processing
is mostly missing in these applications (Vicsi-Szaszák, 2010) – as al-
ready mentioned in the Introduction. Another reason for focusing on
the suprasegmental domain when assessing prosody is that segmental
level exploitation of prosody seems to be highly language-dependent,
for example in tonal languages, prosody has to be integrated into
phoneme- or word-based speech recognizers in the segmental domain
(Chang et al., 2000), or even in the non-tonal Japanese, prosody can
be exploited in mora recognition as individual words are usually char-
acterized by specific prosodic attributes allowing the identifications
of word boundaries based on prosody (Hirose et al., 2001), (Iwano,
1999). However, whilst segmental domain use of prosody is language-
dependent, the role of prosody in the suprasegmental domain is more
universal and allows for the evaluation of a more general framework
to assess it in this domain.

In the prosodic structure, upper-level prosodic units dominate
lower-level ones, that is, for example, intonational phrase dominates
the underlying phonological phrases. One of the phonological phrases
belonging to the same intonational phrase usually constitutes a focal –
stressed or somehow highlighted – part of the intonational phrase. In
present study this means that the focus is realized with a higher F0 –
local F0 peak. This phonological phrase can be called the head phrase.
More generally, all phonological phrases are influenced by their lo-
cation and role in the intonational phrase, which means that typical
prosodic patterns can be associated with each phonological phrase.
This allows us to cluster and classify individual phonological phrases
and create a more or less disjunct set of phonological phrases in terms
of their intonational contour, strength and location of the stress or
prominence they carry, etc. In other words, clustering of phonologi-
cal phrase types involves implicitly effects linked to upper level (Map
or IP or utterance level) constraints and hence, phonological phrase
models implicitly incorporate and reflect the upper prosodic structure
of the utterance to some extent. For the Hungarian language, 6 differ-
ent phonological phrase types were created in (Vicsi-Szaszák, 2005).
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Prosodic label Description
co Clause onset PP
ss Strongly stressed PP
ms Medium stressed PP
ce Low clause ending PP
cr High ending (continuation rise) PP
ls Low-stress PP

Table 1:
Phonological phrase types for
Hungarian following Vicsi-Szaszák
(2005)

They are listed in Table 1. It can be clearly seen that the distinction
between them is based on the influence of higher level functions gov-
erned primarily by the intonational phrase they belong to.
The theoretic prototype of phonological phrases in Hungarian

shows a smart rise of F0 at the stressed syllable, then a slightly de-
scending contour follows. As Hungarian is a fixed-stress language
(stress, if present, can almost always be found on the first syllable
of the word stressed), location of the stress within the phonological
phrase is not a distinctive feature.
As phonological phrases are constituents of intonational phrases,

the higher level constituent influences their characteristics. Clause on-
set (co) and clause ending (ce) usually alter the standard phonologi-
cal phrase intonational contour, so does the focus (strongly stressed
phonological phrase, ss) and the continuation rise (cr). The continu-
ation rise usually alters the subsequent phonological phrase, causing
the stress to be often undetectable or turned into (low) stress (ls). Al-
though Selkirk (2001) underlines that “prosody is strictly layered”,
that is, higher level constituents immediately influence only the con-
stituents located one level below, it is clear that even utterance-level
constraints might have their effect on phonological phrases, as it is
the case between low (ce) and high (cr) clause endings: alterations
provoked by upper-level constraints propagate further down to the
(minor) phonological phrase layer. These also mean that modelling
done in the phonological phrase layer implicitly incorporates higher-
layer information and may be used on these higher layers to perform
some analysis. This hypothesis is also addressed in the paper.

[ 153 ]



György Szaszák, András Beke

Figure 3: An example of the output of the prosodic segmenter for the Hungar-
ian sentence “Gróf Vásárhelyi Görögországban kötött ki, és titkárul szerződtette a
főkonzul lányát”. Spectrogram, partly interpolated F0, long time energy, proso-
dic segmentation and word level segmentation is also given.

3.2 Automatic alignment of phonological phrases
For Hungarian, an automatic phonological phrase classifier and aligner
software has been made available (Vicsi-Szaszák, 2010). The paral-
lel classification and alignment operates theoretically like a Hidden
Markov Model-based automatic speech recognizer used in word or
phoneme segmentation mode, but the features used are prosodic ones
(see subsection 3.3) and the models are those of the phonological
phrases presented in Table 1. All these mean that this tool performs au-
tomatic segmentation for phonological phrases: detects hypothetised
phonological phrase boundaries and classifies the phrases. An exam-
ple output of this is shown in Fig. 3. The authors underline that in this
alignment approach, continuous tracking of prosody over the whole
speech signal is implemented instead of looking for discrete mark-
ers, indices of breaks or tones. This provides a soft and more flexible
framework, which is believed to be also closer to human perception
processes.

The alignment for phonological phrases operates only at one
level (or layer) in the prosodic hierarchy, that of phonological phra-
ses. However, as phonological phrases are influenced directly by
intonational-phrase-level constraints and indirectly by utterance level
constraints, the prosodic structure in terms of the layering of the pro-
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Figure 4: Reconstruction of the prosodic layering based on phonological phrase
alignment for the Hungarian sentence “Gróf Vásárhelyi Görögországban kötött ki,
és titkárul szerződtette a főkonzul lányát”.

sodic hierarchy becomes at least partly recoverable based only on the
output of phonological phrase sequence aligned to an utterance. The
layering of prosody will be represented in the different types of the
phonological phrases, e.g. the beginning of a clause onset (co) phono-
logical phrase represents the beginning of an intonational phrase and
might represent the beginning of a new utterance. In a similar way,
the end of a continuation rise (cr) phonological phrase is also the end of
the embedding intonational phrase. Or, the end of a low clause ending
(ce) phonological phrase is also the end of the embedding intonatio-
nal phrase (one level higher) and the utterance itself two levels higher
which embeds the intonational phrase. The prosodic segmentation of
the utterance shown in Fig. 3 yields a prosodic layering (hierarchy) as
shown in Fig. 4 (which is quite close to the one presented in Fig 2).
It is important to notice that the “deepness” of the prosodic seg-

mentation based on phonological phrase alignment is speaker- and
speaking style-dependent (Vicsi-Szaszák, 2010). If the speaker uses a
rich prosody in her/his utterances, the deepness of the segmentation
can reveal a high ratio of minor phonological phrases or even more,
the boundaries of distinct words in speech (see subsection 3.6), or even
separate constituents of compound words in some cases. However, if
the speaker uses a “flat” prosody, the deepness of the prosodic segmen-
tation will degrade, in extreme cases the intonational phrase cannot be
divided further for phonological phrases as prosodic cues are missed
or missing (deleted). The very flexible time warping capability of Hid-
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den Markov models (composed of up to 11 states) explains why parts
of speech of such variable length can be processed using the same pho-
nological phrase model set and approach, i.e. an utterance composed
of 6 words corresponds to one no more dividable intonational phrase
in an utterance, whilst the same 6 words with the same meaning can
be divided into 3 or more phonological phrases in another realization
(utterance).
The prosodic segmentation is based on suprasegmental proso-

dic features (fundamental frequency and energy) described in sub-
section 3.3. During prosodic segmentation, a sophisticated prosodic
phrase sequential model can be used, which constrains which phono-
logical phrase can follow a given other one. This model has an iden-
tical role to a language model in speech recognition. The model in-
corporates the prosodic structure presented in subsection 3.1 and pre-
sumes that the utterance is composed of phonological phrases, which
are influenced by higher level (intonational phrase or utterance level)
constraints. The basic topology is as follows: each utterance begins
with a clause onset phonological phrase (co) and ends with either
a low clause ending phonological phrase (ce) or a high ending pho-
nological phrase (cr). The utterance can embed several further into-
national phrases starting with strongly stressed phonological phrases
(ss) and ending with continuation rise (cr), if they are not utterance-
final IPs/PPs. Stressed phonological phrases (ss and ms) are allowed
to appear anywhere within the utterance. The ss symbol refers to a
stronger accent expected to be placed at the focus of the utterance.
The low-stress phonological phrase (ls) is allowed optionally, but only
immediately after a high ending (continuation rise, cr). Between all
utterances, a silence (sil) is supposed. However, this relatively strict
utterance model is supposed to fit read or moderately spontaneous
speech. If speech is spontaneous, a better choice can be using an ut-
terance model which simply allows every phonological phrase entity
to be aligned with no respect to its context (Szaszák-Nagy-Beke, 2011).
3.3 Acoustic-prosodic pre-processing
The acoustic-prosodic features used in phonological phrase models
of the prosodic segmenter rely on fundamental frequency and en-
ergy. Fundamental frequency (F0) is extracted by ESPS method using
a 25 ms long window. Intensity is computed with a window of 150 ms.
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The frame rate for both variables is set to 10 ms. The obtained F0 con-
tour is first filtered with an anti-octave jump tool in order to eliminate
or at least reduce pitch tracking errors. This is followed by a smooth-
ing with a 5 point mean filter. In order to ensure a relatively contin-
uous F0 contour, a linear interpolation is carried out in logarithmic
domain. However, the interpolation is omitted for voiceless sections
which are longer than 150 ms or for sections where the F0 difference
between the two neighbouring voiced parts shows a rise reaching at
least 110% after an unvoiced part. Delta and acceleration coefficients
are also appended to both F0 and intensity streams.
3.4 Training of the prosodic segmenter
According to Vicsi-Szaszák (2010), the training of the acoustic-pro-
sodic models of the prosodic segmenter was performed on a part of
the Hungarian database BABEL (Roach et al., 1996), hand-labelled
initially for phonological phrases based primarily on the F0 contour,
but also on the annotators’ perception of phonological-phrase-initial
stress after listening to the utterance. 1600 utterances from 32 speak-
ers were used to train 11 state left-to-right Hidden Markov Models for
each phonological phrase + silence presented in Table 1. The reason
for training 11 state models (iteratively optimized during validation)
is the suprasegmental nature of prosody: phonological phrases usu-
ally correspond to longer sections of speech compared, for example,
to phoneme models in automatic speech recognition, which are 1- to
5-state long, but most often 3-state long).
3.5 Initial testing of the prosodic segmenter
Initial testing of the prosodic segmenter was carried out using 10-fold
cross-validation. This means that after randomly ordering the utter-
ances, they were divided into 10 equal subsets (160 utterances each).
Training and testing was then performed 10 times by using each sub-
set as a test set and the remaining 9 as the train set. In 10-fold cross-
validation each utterance is tested in one of the cycles, but it is guar-
anteed that once an utterance is placed into the test set, it is excluded
from the train set.
For utterances under test, a phonological phrase alignment was

generated which was compared to its hand-labelling used as refer-
ence. Once these alignments were available for all utterances, four
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performance indicators were measured: the recall and precision of the
phonological phrase boundary recovery, the average time deviation
between detected and reference phonological phrase boundaries and
the accuracy of the classification regarding the type of phonological
phrases.
The recall is measured with the following formula:

Recall = 𝑡𝑝
𝑡𝑝 + 𝑓𝑛 , (1)

where 𝑡𝑝 stands for true positives, that is, the number of phonological
phrase boundaries correctly found within 150 ms of the original one
in the reference; 𝑓𝑛 stands for false negatives, that is, the number of
missed phonological phrase boundaries (present in reference but not
detected).

Precision is measured as:
Precision = 𝑡𝑝

𝑡𝑝 + 𝑓𝑝 , (2)
where 𝑓𝑝 stands for false positives: phonological phrase boundaries
detected where they should not be according to the reference, or more
than 150 ms apart from reference phonological phrase boundary.

The recall of phonological phrase alignment-based prosodic seg-
mentation was 82.1%, the precision was 77.7%.

The average time deviation (𝜎௧) of segmentation for phonological
phrases was measured for true positives as:

𝜎௧ =
1
𝑡𝑝

௧


ୀଵ

ห𝑡 − 𝑡 ห, (3)

where 𝑡𝑝 stands again for the number of phonological phrase bound-
aries correctly found within 150ms vicinity of the reference boundary.
𝑡 is the detection time of the 𝑖௧ phonological phrase boundary, 𝑡
is the location of the corresponding reference boundary. For the above
tests, average time deviation was found to be: 𝜎௧ = 50.4 ms.
Finally, classification accuracy is measured as the ratio of cor-

rectly classified phonological phrase boundaries (𝑡𝑝) versus all true
positive phonological phrase boundaries (𝑡𝑝):

Acc = 𝑡𝑝
𝑡𝑝 . (4)

Classification accuracy was found to equal overall 73.1%.
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3.6 Prosodic segmentation vs. word boundaries
Vicsi and Szaszák used a similar prosodic segmentation for phono-
logical phrases to partially recover word boundaries in Hungarian
and Finnish languages (Vicsi-Szaszák, 2010), (Vicsi-Szaszák, 2005).
Of course not all phonological phrase boundaries coincide with word
boundaries, the authors also underline that for Hungarian, a word
boundary detector in the strict sense cannot be implemented in con-
trast to the mentioned Japanese (Hirose et al., 2001). However, they
trained the prosodic-acoustic models of phonological phrases on sam-
ples in which phonological phrase boundaries coincided with word
boundaries. Highly relying on the first syllable fixed stress of Hungar-
ian, word boundaries were predicted in the vicinity of phonological
phrase boundaries. Analysis of word boundary detection rates based
on phonological phrase alignment showed 77.3% precision and 57.2%
recall rate for Hungarian (on BABEL speech database), 69.2% preci-
sion and 76.8% recall rate for Finnish allowing a maximum of ± 100–
150 ms deviation between phonological phrase and word boundary
markers (Vicsi-Szaszák, 2005). The goal of the experiments described
in present paper can be related to this issue, namely, to prove or to dis-
claim the conjecture that the detected word boundaries correlate well
with syntactic phrase boundaries, while missed word boundaries are
more likely to be embedded within a syntactic phrase, and therefore
tend to form a union both prosodically and syntactically.

4 analysing
the prosody-to-syntax mapping

The main goal of the paper is to present a detailed analysis regard-
ing the prosody-to-syntax automatic mapping possibilities in spoken
language. This implies the comparison between the prosodic and syn-
tactic structures, obtained based on analyses presented so far both for
prosody and syntax. The syntactic phrasing will be used as reference,
and hence – although it was primarily obtained in automatic way –
it has to be checked and disambiguated by human experts. The auto-
matically obtained prosodic phrasing on the other hand is left intact
as it is produced by the prosodic segmenter tool. The reason for this
is that this approach will permit to evaluate the usability of the pro-
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posed algorithm in real conditions, where the automatically obtained
prosodic phrasing may contain errors.
4.1 Material and method
The material used for current experiments was taken from the BABEL
Hungarian language speech database (Roach et al., 1996). BABEL is
a read speech database, involving 60 non-trained speakers’ data. The
speech material covers paragraphs composed of at least 6 sentences
(contextually linked), numbers, isolated digits, and CVC items. A sub-
corpus taken from the paragraphs was used, containing 155 different
sentences uttered by a total of 60 speakers. Most of the sentences oc-
curred at least two times, hence a total set of 330 sentences was used.

The utterances were segmented on word level, obtained by per-
forming automatic forced alignment on word-level transcriptions with
a Hungarian language ASR. Indeed, an automatic phoneme segmenta-
tion was performed, which was traced back to word-level alignment.
This means that time positions of word boundaries were known. This
will be necessary for temporal word boundary information, as syntac-
tic phrase boundaries themselves are located always on word bound-
aries.

In order to obtain the syntactic analysis, sentences (transcriptions
of the speech utterances) were fed into the Hunpars syntactic analyser.
Where the syntactic analyser yielded unresolved ambiguity, a human
expert intervened in order to leave one and only one syntactic parsing
for every sentence contained in the speech utterances (as minimal pair
sentences were not included in the material, there was always only one
canonically correct syntactic parsing candidate for each sentence).

In parallel, speech utterances were fed into the prosodic segmen-
ter tool too. This produced the phonological phrase alignment of the
utterances. As the prosodic segmenter tool was also trained on the BA-
BEL database (and a testing of 10-fold cross-validation was also done
for it as described in subsection 3.5), special attention was paid to en-
sure that the utterance currently under analysis is excluded from the
training set of the prosodic segmenter.

Hereafter, the correspondence of the automatically detected pho-
nological phrase boundaries and syntactic phrase boundaries was in-
vestigated. Correspondence was assessed separately on each syntactic
level (layer) of the syntactic hierarchy, to a depth of 5 levels (top-
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down: 0, −1, −2, −3, −4): sentences are divided into clauses (level 0).
Clauses consist of first level syntactic phrases (level −1), which can
contain daughter phrases (level−2) and so on down to level−4. While
levels 0, −1 and −2 are quite common and occur in most of the sen-
tences, deeper embedding (level −3 and especially level −4) is quite
rare. The numbering of the syntactic layers is included in Fig. 1 for
evidence.
The main interest is to see whether syntactic phrase boundaries

can be detected based on phonological phrase alignment, and whether
the syntactic hierarchy (layering) can be reconstructed based on the
aligned phonological phrases (or prosodic layering, as the differenti-
ation among phonological phrases allow for the reconstruction of the
latter, as explained in subsection 3.2 and in Fig. 4).
Syntactic and phonological phrase boundaries were considered

to meet if they occurred within 150 ms time interval. This value was
chosen based on the following considerations:
• the time interval should allow some deviation in a range of a
length of a demi-syllable, because reference word boundaries
(necessary for the identification of the onset and ending times of
the syntactic phrases) are segmented automatically, and
• the prosodic segmenter also displays some uncertainty (for ex-
ample, if an utterance ends with an unvoiced sound, it is often
inevitably chopped).
• phonological phrases aligned by the prosodic segmenter are much
longer than 150ms (average phonological phrase length is 618ms
for the test corpus with a standard deviation of 211 ms).

Syntactic phrase (XP) onsets were always aligned to phonological
phrase (PP) onsets, syntactic phrase endings were always aligned to
phonological phrase endings.
4.2 Recovering syntactic phrase boundaries
In the first experiment, phonological phrase segmentation is used to
recover syntactic phrases automatically. The performance is evaluated
using the recall measure defined in equation (1), but now 𝑡𝑝 stands
for correctly recovered syntactic phrase boundaries (true positives)
and 𝑓𝑛 stands for missed syntactic boundaries (false negatives). The
type of the aligned phonological phrase is irrelevant in this exper-
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Table 2:

Recall of syntactic
phrase boundaries by
phonological phrase

boundaries summarized for
all phonological phrase

types. 1B/L= one (highest
level) syntactic boundary
kept per word; MB/W=

multiple syntactic
boundaries allowed

per word

Syntactic Onset Ending # of occ.
Level 1B/W MB/W 1B/W MB/W (MB/W)
0 0.85 0.85 0.79 0.79 3124
−1 0.45 0.70 0.48 0.68 10339
−2 0.42 0.70 0.48 0.69 5763
−3 0.44 0.74 0.45 0.65 814
−4 0.48 0.70 0.50 0.67 187
All 0.54 0.72 0.55 0.69 20227

imental setup, currently the only interest is to see what portion of
syntactic phrase boundaries are detectable on the different syntactic
layers, based on the phonological phrase alignment.
Results are shown in Table 2 separated for phrase onsets and

phrase endings. As multiple-level syntactic embeddings are possible,
several syntactic boundaries can occur at the same place. In one sce-
nario, only the highest-level syntactic boundary is counted in case of
multiple level occurrences (referred to as 1B/W), while in the other
one, all different level syntactic boundaries are counted (MB/W). This
means that a word preceded by level 0, −1 and −2 syntactic bound-
aries yields one 0 level hit (true positive) in 1B/W if detected, but
gives a total of 3 hits, one for each level 0, −1 and −2 in MB/W if
detected (and, of course, gives false negatives for all the 3 levels if
remains undetected).

Average recall rate was 71% (in MB/W) or 55% (in 1B/W),
which is considerably higher in the case of clauses: 85% (onsets)
and 79% (endings). A total of around 70% of the syntactic phrase
boundaries can be detected on each syntactic layer. Deeper syntactic
embedding did not seem to degrade detection rates. For statistical
evidence Kruskal-Wallis tests were performed on the obtained data.
These also confirm that phonological and syntactic phrases are corre-
lated (𝜒ଶ = 6430.606; 𝑝 < 0.000).

Pairing up the corresponding syntactic phrase onset and syntactic
phrase ending boundaries on each level and comparing recall rates by
Mann-Whitney and Wilcoxon W tests show that on clause level, onsets
are significantly better detected (𝑍 = −7.807; 𝑝 < 0.000). However,

[ 162 ]



Prosody for Syntactic Boundary Detection

on levels −1 and −2, there is no significant difference in recall rates
counted for onsets and endings (level 1: 𝑍 = −0.407, 𝑝 > 0.1; level 2:
𝑍 = −0.016; 𝑝 > 0.1). There were no significant differences either on
levels −3 and −4.
Non-clause (< 0) syntactic levels do not yield different recall rates

(either in 1B/W or in MB/W settings), this means that lower level syn-
tactic phrases are not less intensively marked by prosody: clauses can
be identified by a higher recall rate, but there is no significant dif-
ference between syntactic phrases depending on the syntactic layer
(𝜒ଶ = 0.224; 𝑝 > 0.1). Each syntactic phrase seems to behave as an
independent entity in terms of detectable prosodic features, indepen-
dently of its position in the syntactic hierarchy. These findings may
also support theories supposing a recursive nature of speech prosody
(cf. Wagner, 2005).
4.3 Reliability of the syntactic phrase recovery
In the next step, the reliability of the segmentation was analysed, sep-
arated for all phonological phrases (except for silence (sil)). The reli-
ability of the phonological phrase alignment (i.e if a phrase boundary
is detected based on prosody, to what extent it is sure that there is a
real syntactic boundary there or that the hit is not a false one) is mea-
sured with precision according to equation (2), but now 𝑡𝑝 stands for
the number of phonological phrase boundaries which coincide with
syntactic phrase boundaries, and 𝑓𝑝 stands for inserted phonological
phrase boundaries which do not coincide with syntactic phrase bound-
aries within 150 ms (false positives). Precision measures are shown in
Fig. 5 for phrase onsets and endings, separated for each phonological
phrase type used. As it can be seen, the onset of a co phrase yields
a good precision rate for syntactic phrase onsets, in parallel with the
hypothesis that the beginning of a ce phrase should refer to a level
0 syntactic phrase, which is prosodically better marked than deeper
syntactic phrases. The ending of the ce phrase is associated more often
with deeper and hence less prosodically marked syntactic phrases (see
later Table 3). Phonological phrase endings of ce and cr phrases give
high precision for syntactic phrase endings: again, this can refer to
corresponding level 0 syntactic phrase endings which are prosodically
better marked. (see later Table 4) These hypotheses are addressed in
the next subsection (subsection 4.4).
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Figure 5: Precision of syntactic phrase recovery based on phonological phrase
boundary detection (within 150 ms) for phrase onsets (left) and endings (right)

4.4 Towards a reconstruction of syntactic layering
As presented in subsection 3.2, the prosodic layering can be – at least
partially – reconstructed based on the type of the phonological phra-
ses. The next analysed point is whether there can be found some in-
terconnection between the type of phonological phrase and the posi-
tion in the hierarchy of the syntactic phrase they refer to. This could
also explain differences in precision seen in Fig. 5 and justify the hy-
potheses raised. This would mean that not only the syntactic phrase
boundaries, but also the syntactic structure in terms of its layering
may become recoverable based on phonological phrase alignment.

The distribution of the aligned phonological phrases was hence
examined on each syntactic layer, separately, in order to see whether
some types of phonological phrases can be associated with specific
syntactic layers or not. Tables 3 (for phrase onsets) and 4 (for phrase
endings) show relative frequencies of the layer position of the recov-
ered syntactic phrase (to which layer it belongs to in the syntactic
hierarchy) depending on the type of the phonological phrase.

Based on the results in Table 3, a detected co type phonologi-
cal phrase onset corresponds to a clause onset with 86% relative fre-
quency. This means that this type of phonological phrase is a good
indicator of a clause onset. Level −1 syntactic phrase onsets are well
predictable if the phonological phrase type is ss, ms, ce, or, to a lesser
extent, cr. Phonological phrase type ls onset is ambiguous, it can sign
both a clause onset (50% rel. frequency) and a first level syntactic
phrase onset (41%). Down from syntactic level −2, all phonologi-
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Phonological phrase Distribution of XP levels # of
type 0 ିଵ ିଶ ିଷ occ.
co 0.86 0.07 0.04 0.02 1736
ss 0.12 0.78 0.07 0.02 2517
ms 0.09 0.83 0.06 0.01 1399
ce 0.14 0.80 0.04 0.02 2094
cr 0.22 0.72 0.04 0.01 1326
ls 0.50 0.41 0.07 0.02 1467
all 0.36 0.56 0.05 0.02 10539

Table 3:
Distribution of syntactic
phrase (XP) levels
(or layers) based on
phonological phrase type
(phonological phrase
onsets compared to
syntactic phrase onsets)

Phonological phrase Distribution of XP levels # of
type 0 ିଵ ିଶ ିଷ occ.
co 0.05 0.74 0.11 0.08 1736
ss 0.09 0.68 0.20 0.03 2517
ms 0.08 0.68 0.18 0.04 1399
ce 0.83 0.11 0.04 0.02 2094
cr 0.60 0.28 0.09 0.03 1326
ls 0.13 0.64 0.17 0.06 1467
all 0.34 0.49 0.13 0.04 10539

Table 4:
Distribution of syntactic
phrase (XP) levels
(or layers) based on
phonological phrase type
(phonological phrase
endings compared to
syntactic phrase endings)

cal phrase types are distributed uniformly, the aligned phonological
phrase type cannot be used to predict syntactic level. Results prove
that intonational phrases and clauses are very closely related, and that
clauses can be automatically well separated from lower-level syntac-
tic phrases. This means that two layers of the syntactic hierarchy can
be accurately recovered: level 0 and lower levels, which cannot be
further separated (but levels under level −1 occur much more rarely
then level −1 phrases and hence, the major skeleton (the top) of the
syntactic structure can be recoverable).
The detected ce phonological phrase endingmostly corresponds to

a clause ending, this is approved by the 83% frequency (Table 4). The
ending of a phonological phrase of type cr signs often a clause ending
(60%), although it can also correspond to a level −1 syntactic phrase
ending with a relatively high frequency (28%). Ending of phonological
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phrases of types co predict a level−1 syntactic phrase ending with 74%
frequency, endings of phonological phrases ss, ms and ls can refer to
level −1 and −2 syntactic phrase endings. Levels −1 and lower levels
cannot be separated further based on the comparison of endings of
phonological phrases and syntactic phrases.
4.5 Head classification of the syntactic phrase
Relations between the types of phonological (co, ss, ms ce, cr, ls) and
syntactic phrases (NP, AdjP, AdvP, NumP, VV, VV-Inf, PostpP) were
also investigated. It was found that there is no significant difference
in the phonological phrase type depending on the type of syntactic
phrase in the Hungarian language (𝜒ଶ = 0.349; 𝑝 > 0.1). This result is
not surprising, especially with regard to the relatively free word order
of Hungarian. In other languages, where the position of syntactic con-
stituents (words or phrases) refers to grammatical relations, syntactic
phrase classification (based on the head) might be possible, as clause
onsets and endings are known, however, this issue would need fur-
ther experimental examination and evaluation. For morphologically
rich languages characterized by a more free word ordering, morpho-
logical analysis seems to be unavoidable for such purposes. In speech-
based systems, this involves the use of automatic speech recognition,
the output of which could be segmented to phonological phrases, and
then fed into a syntactic parser and morphological analyser.
4.6 Robust intonational phrase – clause recovery
Precision and recall of phonological phrase segmentation were also
analysed with a reduced phonological phrase set: ms and ls phonologi-
cal phrase types were discarded during the phonological phrase align-
ment, as sswas expected to replacems. Phonological phrase type lswas
discarded because it yielded ambiguous results in syntactic phrase on-
set detection regarding the identification of the syntactic level. Results
for phonological phrase/syntactic phrase onsets show (see table 5 for
phrase onsets and table 6 for phrase endings) significantly higher pre-
cision (overall 64% for onsets, 65% for endings, see Fig. 6) and lower
recall (overall 48% at onsets, 47% at endings, 1B/W) rates, while pre-
cision of phonological phrase/syntactic phrase ending detection is not
significantly different, but recall rates are worse. The lower recall can
be explained by the fact that phonological phrases with less charac-
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Phonological phrase Distribution of XP levels # of
type 0 ିଵ ିଶ ିଷ occ.
co 0.88 0.07 0.02 0.02 1835
ss 0.13 0.77 0.07 0.02 3455
ce 0.26 0.67 0.04 0.02 1914
cr 0.37 0.58 0.04 0.01 1782
all 0.42 0.51 0.05 0.02 8986
Recall 0.80 0.39 0.34 0.37

Table 5:
Distribution of syntactic
phrase (XP) layers based on
phonological phrase type
with reduced phonological
phrase set (onsets
compared to onsets), 1B/W
recall is also shown in the
last line

Phonological phrase Distribution of XP levels # of
type 0 ିଵ ିଶ ିଷ occ.
co 0.03 0.43 0.07 0.04 1835
ss 0.05 0.45 0.12 0.02 3455
ce 0.50 0.12 0.03 0.01 1914
cr 0.41 0.19 0.06 0.03 1782
all 0.21 0.32 0.08 0.02 8986
Recall 0.67 0.41 0.39 0.39

Table 6:
Distribution of syntactic
phrase (XP) layers based on
phonological phrase type
with reduced phonological
phrase set (endings
compared to endings),
1B/W recall is also shown
in the last line

teristic stress (ms and ls) are sometimes identified as ss but may also
remain undetected (phonological phrase ss cannot replace all of their
occurrences). Interpreting these in a prosodic hierarchy point of view,
this approach seems to operate on major phonological phrase layer
and not on the minor one. As it allows for more precise clause onset
detection (see Table 5), it can be used individually or combined to the
minor phonological phrase alignment based recovery approach (sub-
section 4.4) if higher precision is required in the reconstruction of the
top layer of the prosodic hierarchy.

5 conclusions

In the paper, automatic recovery of the syntactic structure was ad-
dressed based on prosody. The output of a phonological phrase level
segmentation tool was used to predict syntactic phrase boundaries.
Up to 85% of the clause boundaries and about 50% of further non-
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Figure 6: Precision of syntactic phrase recovery based on phonological phrase
boundary detection (within 150 ms) for phrase onsets (left) and endings (right),
using the reduced phonological phrase set

coinciding lower-level syntactic phrase boundaries could be automat-
ically recalled. Precision of clause boundary detection (i.e. when in-
tonational phrase boundaries met clause boundaries) was 84% (even
92%with a reduced phonological phrasemodel set), precision of lower
level syntactic boundary detection (i.e. syntactic phrase boundary met
by phonological phrase boundary) ranged between 46% and 58%, al-
lowing at most 150 ms deviation between the phonological and the
syntactic boundary markers. Clause level and underlying syntactic
phrase level could be well separated based on the type of the aligned
phonological phrase.
No relation was found between the type of the syntactic phrase

and the type of the phonological phrase. This is not surprising, as the
investigated language was the Hungarian, characterized by free word
order. Based on the results presented, prosody seems to have a syn-
chronizing and signalling function in terms of identification of the
underlying syntactic units, but does not seem to reflect the finer re-
lations among these units in lower syntactic layers. These results also
raise some evidence of the recursive nature of speech prosody: syntac-
tic boundaries are well signalled by prosody irrespective of the syn-
tactic layer by same recall rates for each layer with no significant dif-
ference among them), but after a point in the hierarchy (layers down
from layer−1 in the syntactic structure and layers of minor phonologi-
cal phrases in the prosodic structure), layering information disappears
from prosody, but layer boundaries remain detectable with the same
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accuracy. This can suggest a hypothesis that at this point semantics
takes over the layering role from prosody, however, this issue needs
further investigation.
Although the results shown in the paper were obtained for the

Hungarian language, no language-specific knowledge was used during
the experiments, per se, the syntactic analyser and prosodic segmenter
modules are language specific. The prosodic segmenter module, on
the other hand, has already been successfully used for Finnish and
German languages (Vicsi-Szaszák, 2010). The presented results can
highly contribute to support automatic speech understanding. Possible
application areas of the results can be speech segmentation based on
prosody for supporting meaning extraction, surface syntactic structure
analysis based on speech, support for text-based syntactic analysis,
topic-comment separation, keyword spotting where the keyword is
stressed, etc.
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