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All verbal forms in the Croatian language can be derived from two
basic forms: the infinitive and the present stems. In this paper, we
present a neural computation model that takes a verb in an infinitive
form and finds a mapping to a present form. The same model can be
applied vice-versa, i.e. map a verb from its present form to its infini-
tive form. Knowing the present form of a given verb, one can deduce
its inflections using grammatical rules. We experiment with our model
on the Croatian language, which belongs to the Slavic group of lan-
guages. The model learns a classifier through these two classification
tasks and uses class activation mapping to find characters in verbs
contributing to classification. The model detects patterns that follow
established grammatical rules for deriving the present stem form from
the infinitive stem form and vice-versa. If mappings can be found be-
tween such slots, the rest of the slots can be deduced using a rule-based
system.
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1 INTRODUCTION

Inflection of verbs in morphologically rich languages such as Croat-
ian is important as it conveys grammatical information such as tense,
aspect, mood, and voice, making sentences shorter and more precise.
Computing the proper inflections of a verb is a well-established prob-
lem in computational morphology. Finding pairs of basic forms of
Croatian verbs can convey enough information to apply the appro-
priate inflection rules. There is no way of setting the pairs right with-
out applying brute force, i.e., checking each pair for each particular
verb. Given the number of verbs in Croatian, checking manually can
be time-consuming. Finding a mapping between basic verb forms can
automate this process.

The choice of the proper verb form is in many ways arbitrary, as
are most grammatical features. Many seemingly similar verbs belong
to different conjugational paradigms for no apparent reason. Were it
not so, creating a verb generator would be trivial. Instead, a sample of
verbs can be used as input in order to obtain some statistical indicators
on the likelihood of verbs with certain phonetical features appearing
in certain conjugation classes, e.g.:

• Verbs ending in -ati that are derived from nouns or adjectives
(pilati, brzati) have a strong tendency to take the present tense
ending -am.

• Verbs ending in -ati that are loanwords (krcati, peglati) have a
strong tendency to take the present tense ending -am. Searching
for atypical phoneme clusters will thus be a statistical indicator
of the ending.

• Verbs in -ovati take the present tense ending -ujem, except for
some very short ones (lovati→lovam).

This view is by no means oversimplified; we do not suggest that the
language is regular. There are irregularities such as vreti, which has
an anomalous 3rd person plural. These anomalies in personal endings
are very rare, however, and can be enumerated manually. The main
goal of this paper is therefore to derive a model to find proper pairs of
basic forms of Croatian verbs, conveying enough information to apply
the appropriate inflection rules.
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First, we shall describe our problem from a (broader) linguistic
perspective and then give an overview of the current state-of-the-art
computational approaches for tackling this problem. The main con-
tribution is given in Section 2, with an example of rule-based system
application in Section 3.4.

1.1The Croatian verb system

The Croatian verb system is inherited from Proto-Slavic and conserva-
tively preserves the ancient inflection. Consequently, the phonologi-
cal and morphological rules governing conjugation are often opaque.
There are six verb categories: person, number, tense, mood, voice
and aspect. The first five categories are common in all Indo-European
languages that preserve verbal inflection. Aspect can be either perfec-
tive or imperfective,1 thus individual verbs are almost always either
perfective or imperfective (a few can be biaspectual). Verb forms can
be both finite and non-finite. Finite forms are conjugated in person and
number. There are four moods: indicative, imperative, optative, and
conditional, as described in Barić et al. 2005. The indicative mood
has seven finite tenses: present, perfect, aorist, imperfect, pluper-
fect, future, and perfective future. Conditional has a present and a
perfect form. This gives a total of 11 finite forms (Table 1).
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Indicative • • • • • • •
Imperative •
Optative •

Conditional • •

Table 1:
Finite verb forms

1Croatian aspects are referred to as “perfective” and “imperfective” in En-
glish. “Perfect” and “imperfect” are tenses. The traditional names are derived
from similar roots, but are not the same. In fact, perfect tense can be both per-
fective and imperfective. Imperfect, however, is always imperfective.
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Table 2:
Thematic

suffixes with
final morpheme

Verb form Stem Thematic Suffix Final morpheme
raditi ‘to work’ rad- -i- -ti
radim ‘I work’ rad- -i- -m
radih ‘I worked’ rad- -i- -h
tresti ‘to shake’ tres- -ø- -ti
tresem ‘I shake’ tres- -e- -m
potresoh ‘I shook’ potres- -o- -h

Non-finite verb forms (i.e. the infinitive and the participles) are
not conjugated in person or number. Participles are not conjugated,
but they can be declined as adjectives. They do not have standard-
ized English names: here, they will be referred to as the l-participle,
passive participle, present participle, and past participle. This gives
a total of 5 non-finite forms. All of these forms can be synthetic or
analytic. Synthetic forms are primary forms that consist of a single
word. Analytic forms are derived by combining synthetic forms and
auxiliary verbs. For example, the perfect tense is constructed using
the l-participle and the auxiliary verb biti ‘to be’ in the present tense.
The following forms are analytic: perfect, pluperfect, future, perfec-
tive future, optative, present conditional, and past conditional. The
remaining 9 forms are synthetic: present, aorist, imperfect, impera-
tive, l-participle, passive participle, present participle, past participle,
and infinitive. Given that analytic forms can be derived from synthetic
forms, describing the Croatian verb system can be reduced to deriving
these 9 forms.

All synthetic forms are constructed from their base forms (stems).
Stems are further modified with affixes (prefixes or suffixes) to pro-
duce different verb forms. Only suffixes are used to produce verbal
conjugational forms. To describe the Croatian verb system, it is vital
to properly parse the verbs – and identify which suffixes and stems
exist. For an example of parsing, see the Table 2.

The purpose of Table 2 is to illustrate that stems can receive mul-
tiple morphemes, of two different types. Final suffixes, depend on the
exact verb form (e.g. 1st person singular present). Each form has its
characteristic suffix, uniform across the conjugations.2 The thematic

2There are several irregularities in common verbs, e.g. 1st person singular
mogu and hoću, and L-participle išao.
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suffix, on the other hand, varies between different classes of verbs,
as will be demonstrated in Section 1.2. The next task is to identify
the stems. Nine synthetic verb forms referred to in Section 1.1 can all
be considered to have their own stem, as discussed in Silić and Pran-
jković 2005. Such a situation is rather complex; fortunately, some of
these stems are derived from others. For example, the present partici-
ple stem can be trivially derived from the present stem: it is always
identical to 3rd person plural present tense followed by the suffix -ći.
While other stems require more complex derivational rules, a regular
derivation is still possible. In fact, all the stems can be regularly de-
rived from two basic stems: the present and the infinitive. This is the
“principal problem” of the “Slavic verbal system” (Micklesen 1974).
The problem is referred to as “Slavic” since modern Slavic languages
have all preserved old conjugational classes up to a point.

Historically, three types of verb classifications have been devel-
oped for the Slavic languages: infinitive stem, present stem, and basic
stem classifications (Mihaljević 2014).

Infinitive stem classifications are the oldest, dating back to Do-
brovskỳ (1809) who divided verbs according to the thematic suffix
preceding the infinitive suffix -ti. To further describe the verbs, how-
ever, the present stem was required, so Dobrovský divided his first
class into three groups (A, B, and C). This system was soon adapted for
other Slavic languages. Present stem classifications prioritize present
stems over infinitive stems when classifying verbs. However, the dis-
tinction is merely hierarchical, as both forms are still required to con-
jugate the verb properly.

Basic stem classifications were devised with an intent to derive
the entire conjugation from a single stem. However, they still require
knowing whether the basic stem is the present or the infinitive to work
properly.3

Thus, given the knowledge of the present and the infinitive stems,
the remaining Croatian verb forms can be derived regularly (minus the
few irregularities in common verb forms, as stated above).

3For example, the classification of OCS (Old Church Slavic) verbs by Lunt
(2001) differentiates between nine classes, each defined by a single classifier.
The classifier is either the infinitive thematic suffix (for six classes) or the present
suffix (for the remainder).
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1.2 Deriving the present from the infinitive and vice versa

The first item which must be taken into account when deriving the
present from the infinitive and vice versa is the present thematic suf-
fix. As explained above, the thematic suffix is the suffix preceding the
present final suffixes (-m, -š, -ø, -mo, -te, -e/u). The personal suffixes are
always the same, so it is the thematic suffix that permits the existence
of multiple present classes.

With regard to the present ending (thematic suffix + personal
suffix), up to five main groups are identified by grammarians: athe-
matic, -em, -im, -am, and -jem present groups.

The -em and -im groups are fully regular. The athematic group can
be considered irregular and, in standard Croatian, it consists of only
the verb biti ‘be’. The -am group is a contracted form of the -em group
(e.g. pěvajem→pjevam/I sing), and the -jem group can be considered
a subset of the -em group as well. However, -am, -em, and -jem verbs
will be analyzed separately in this paper, in accordance with Croatian
linguistic practice.

The other vital feature is the infinitive thematic suffix. It pre-
cedes the infinitive suffix -ti, and most grammarians isolate six infini-
tive thematic suffixes (-ø, -nǫ, -ě, -i, -a and -ova). The -ø suffix causes
complex shifts, so verbs with various endings (-eti, -sti, -rti, -ći) shall be
considered here. Besides the present and infinitive suffixes, there are
further sound shifts (like ablaut) that render the conjugation less pre-
dictable. These will not be addressed herein, but the interested reader
can consult Silić and Pranjković 2005.

1.3 Previous work

Over the past decade, the popularity of supervised methods has pro-
duced computational inflectional models for several morphologically-
rich languages (see Durrett and DeNero 2013, Barros et al. 2017, and
Dinu et al. 2012 and references therein).

There is a body of work that tries to give morphological transduc-
ers in the form of software components that performs morphological
generation (e.g. for the Tulu language in Antony et al. 2012, the Hindi
language in Goyal and Lehal 2008, the German language in Zielinski

[ 48 ]



Croatian verb stems mapping

et al. 2009, Arabic languages in Habash and Rambow 2006 or for the
Russian and the Ukrainian language in Korobov 2015). Most of the
work uses some form of rule-based patterns which are defined by ex-
perts and are specific for each language. The algorithm then uses root
words and appends suffixes based on these rules. In such an approach,
each part of speech (e.g. nouns, verbs, or adjectives) has a different
set of rules, which makes this approach very exhaustive.

For the Croatian language, there is a morphological generator ac-
tively being developed and used within the Croatian Online Syntactic
and Semantic Framework described in Orešković et al. 2016.

In his PhD thesis, Wicentowski (2002) developed a minimally
supervised framework of methods (combining supervised and unsu-
pervised methods) for multilingual inflectional morphology covering
32 languages, but not including Croatian language, for the purposes of
lemmatization. It is also worth noting that SIGMORPHON4 (the Spe-
cial Interest Group on Computational Morphology and Phonology) is a
series of workshops and shared tasks focused on computational analy-
sis of word structure in different languages, aiming to develop models
that can generate word forms given linguistic information. It promotes
research in computational morphology and phonology and in a recent
shared task, SIGMORPHON 2023,5 they asked the participants to de-
sign a model that learns to generate morphological inflections from
a lemma and a set of morphosyntactic features of the target form for
a broad range of languages. Each language in the task had its own
training, development, and test datasets, but the Croatian was not pro-
vided. They also provided baselines (non-neural and neural models)
for comparison.

1.4Our contribution

The main contribution of the paper is a convolutional neural network
model that takes Croatian verbs in infinitive stem form and classi-
fies them into the appropriate present stem form and vice-versa. The
classifier provides information that can be used by a transducer to

4https://sigmorphon.github.io/
5https://github.com/sigmorphon/2023InflectionST
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compute the proper inflection of a given verb. Moreover, the model
highlights feature maps that “voted” for proper classification, i.e. it
highlights all the characters within a verb that were significant for
classification. This is in line with the contemporary attempt to have
“explainable” AI models (xAI) (for more information on xAI in NLP see
Danilevsky et al. 2020). Compared to Wicentowski 2002, our model is
relatively simple without any explicit feature design and supervision.
On the other hand, the shared task “Part 1: Typologically Diverse Mor-
phological (Re-)Inflection” from SIGMORPHON 2023 does provide a
general framework of deriving inflections from a given lemma as an
end-to-end system. In our setup, the model is used as an aid to the
rule-based parser.

2 STEM MAPPING COMPUTATION

2.1 The model

We propose a neural-network-based computation model that learns to
map Croatian verbs from the infinitive stem form to the present stem
form and vice-versa, as described in Section 1.2. We refer to the former
as INF2PRES and to the latter as PRES2INF problem. It is considered a
classification problem. Our model is essentially a convolutional neural
network and Section 3.3 empirically examines the appropriateness of
such architecture.

As input, our model takes a single verb x = 〈c1, c2, . . . , cn〉 as
a sequence of n characters ci in infinitive and 1st person singular
form respectively. Characters ci are taken from a predefined alpha-
bet V of bounded size and assigned a unique symbolic representation
ci ∈ {0,1}|V | (1-hot encoding). In our model, we use embedding ci =
Eci to compute dense vector representation of ci , where E ∈ Rde×|V |
and de is an embedding dimension. For a window of characters

xi = ci:i+kr−1 := 〈ci,ci+1, . . . ,ci+kr−1〉
of size kr , we apply a total of K l-channel 1D convolutions of size
kr , r = 1,2, . . . , K , which produces a feature vector:

f (r)i = g(U(r)xi + b
(r)) ∈ Rl
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for i = 1,2, . . . , mr , where U(r) ∈ Rl×kr de , b(r) ∈ Rl . Therefore, f (r)1:mrdefines a feature map for an input x with respect to the r-th convo-
lution. A wide convolution is applied: before the application of the
filters, zero padding, if needed, is added before the first and after the
last element of xi , making sure that the number of times that each
character is included in the receptive field during convolution is the
same, irrespective of the character’s position in the word. Therefore,
mr = n+ kr − 1. A ReLU activation function is used for every convo-
lutional layer: g = ReLU.

Every vector f (r)1:mr
obtained from a convolutional layer is max-

pooled, which results in K × l 1-dimensional vectors. These vectors
are concatenated into a new vector as z ∈ RKl , which is then relayed
to a fully connected layer that outputs a score vector of dimension
equal to the number of classes c:

(1) y(x) =W f cz+ b f c ,

where Wf c ∈ Rc×Kl , b f c ∈ Rc . A softmax normalization is applied to
vector y giving a probability vector over all classes

[P(x ∈ Ci)]i=1,2,...,c = softmax(y(x)) ∈ [0,1]c.

Before the linear layer, a dropout technique is used as a regularization
method. The index of a maximum value in the resulting vector is the
ordinal number of a class, namely, C(x) to which verb x should be
classified, thus:

C(x) = argmax
i∈{1,2,...,c}

P(x ∈ Ci).

See Figure 1 for an illustration. For the sake of simplicity, we denote
our model as a function C(x) = CNNΘ(x), where Θ are learned pa-
rameters for the model during training.

2.2Class activation mapping

To obtain information about which characters contributed the most
to the classification, class activation mapping (CAM) was used, as de-
scribed in Lee et al. (2018). The main idea is as follows: for a given
verb x , we compute a predicted class C(x) = CNNΘ(x) and look for
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max-pooling

softmax

Convolution Layer Fully connected layer and classifier

Figure 1: Two different windows of x , showing how they are used in convolution
layers. The final output C(x) is a predicted class for x and it is computed using
all the available windows of x . The backward arrows indicate how the CAM filter
was computed to score a contribution from c j−1 for the classification of x to class
C(x) with respect to the r-th convolution

characters of x whose feature maps are significant for the classifica-
tion.

Let us rewrite (1) to consider the contribution of r-th convolu-
tion with l channels to the C = i class (without loss of generality, we
omit b f c and assume C ∈ {1,2, . . . , c}):

y(x)[i] = (W f cz)[i] =
K∑

r=1

rl∑
j=(r−1)l+1

W f c[i, j]z[ j].

Note that z is a pooled vector by construction, we therefore want
to apply the same weights on the entire feature map of r-th convo-

[ 52 ]



Croatian verb stems mapping

lution, with wr,C = Wf c[i, (r − 1)l + 1 : rl]. Thus, we end up with a
vector:

v(r)C = f (r)1:mr
w⊤r,C .

Unfortunately, v(r)C is a mr -dimensional vector and depends on the
type of convolution used, but it can be reduced to a fixed-size vector
whose size is independent of the convolution. We achieve this using
max-pooling with a window of size kr and step 1 over v(r)C deriving a
vector:

s(r)C =
�
max
�
v(r)C [p : p+ kr − 1]

��
p=1,2...,n

∈ Rn.

The CAM returns a score for every character in x contributing to
class C over all convolutions as:

CAM(x , C) =
K∑

r=1

s(r)C .

An illustration of CAM computation is shown in Figure 1. Exam-
ples of CAM application can be seen in Figure 4 (see page 57) and
Figure 5 (see page 58).

3EXPERIMENTS

3.1Dataset

Our model was trained and evaluated on a set of Croatian verbs ex-
tracted from several lexical resources such as the Croatian WordNet
(CroWN) described in Raffaelli et al. 2008, the Croatian linguistic por-
tal (HJP),6 and CroDerIV,7 the Croatian lexicon of lexical and deriva-
tional morphemes by Šojat et al. (2012). The first resource was parsed
using the NLTK8 interface for the Open Multilingual Wordnet9 by
searching English verb synsets and retrieving lemmas in the Croatian
language. These lemmas were used to query the CroDeriV and HJP

6http://hjp.znanje.hr
7http://croderiv.ffzg.hr/Croderiv
8https://www.nltk.org
9https://omwn.org/omw1.html

[ 53 ]

http://croderiv.ffzg.hr/Croderiv
https://www.nltk.org/
https://omwn.org/omw1.html


Domagoj Ševerdija et al.

Table 3:
INF2PRES
statistical
overview

Train Val Test Whole corpus
Classes
-am 36.04 35.96 35.95 36.02
-im 34.79 34.81 34.76 34.79
-jem 11.32 11.33 11.39 11.33
-em 17.85 17.90 17.90 17.86
Corpus breakdown 80.95 9.03 10.02 100.00

Table 4:
PRES2INF
statistical
overview

Train VTest Whole corpus
Classes
-ati 53.82 53.42 53.23 53.73
-iti 32.12 31.76 31.82 32.05
-jeti 3.34 3.42 3.37 3.35
-eti 0.60 0.65 0.73 0.62
-uti 6.09 6.03 6.16 6.09
-sti 2.09 2.12 2.20 2.10
-rti 0.31 0.65 0.59 0.37
-ći 1.63 1.95 1.91 1.69
Corpus breakdown 80.80 9.10 10.10 100.00

search engines to obtain present stem forms. In addition, we queried
HJP for verbs not found in CroWN and added them to the dataset.

The total number of verbs collected from these resources was
6794, manually organized as infinitive and present stem pairs for each
verb. All pairs were verified by a human annotator.

The dataset for training and evaluation was organized as pairs
(xinf, xpres), where xinf denotes a verb in infinitive form and xpres a 1st
person singular present form. These forms are represented with ap-
propriate suffixes as described in Section 1.2. The total number of
available verbs is partitioned into train, validation, and test datasets
with an 80:10:10 split by random sampling without replacement. A
statistical overview of our dataset expressed as percentages is given in
tabular form. Classes represent verb suffixes for the 1st person singu-
lar (Table 3) and infinitive form (Table 4). The most numerous classes
are -am and -im, covering over 60% of the verbs for the INF2PRES and
-ati and -iti covering over 80% verbs in the PRES2INF classification
problem.
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3.2Results

The model was implemented in PyTorch ver. 1.8.0 (Paszke et al. 2019)
and deployed on AMD Zen 12 CPU with 64GB of RAM and GeForce
2070 RTX GPU. The training time for both classification tasks took
less than one minute per epoch and was trained for 30 epochs using
the ADAM optimizer described in Kingma and Ba 2015. For initial
character embeddings, we used FastText from Bojanowski et al. 2017,
which gave slightly better results than random initialization.

Several hyperparameters of the CNNΘ model had to be tuned be-
fore testing the model. These parameters were the number of filters,
filter sizes, and dropout rate. Batch size and learning rate were also
tuned for the training process. Hyperparameter tuning was conducted
by exploring different values of parameters with 10-fold cross-vali-
dation. Parameters yielding the best average loss on validation sets
were used to train the model. Hyperparameter tuning showed that,
for both types of classifications, the same parameters can be used.
The resulting parameters for the model can be seen in Table 5. The
code is publicly available at a GitHub repository.10

Parameter Value
l (number of filters) 36
filter sizes (kr) 1, 2, 3, 5
dropout rate 0.1
batch size 50
learning rate 0.005

Table 5:
Hyperparameters used
for training the classifier

Table 6 reports the classification performance for our model
on the test dataset for our model, in terms of accuracy and mi-
cro/macro/weighted F1 scores. In both classification tasks, the model
achieved relatively high scores in reported metrics. The quality of
both classification tasks can be readily observed via confusion ma-
trices given in Figure 2 and Figure 3. For example, the INF2PRES
model classified 92% verbs that belong to the -am class accurately,
and misclassified only 8%. In the PRES2INF model, the -ati verbs were

10https://github.com/dseverdi/HR_verb_classification
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Table 6:
Classification performance
with and without FastText

character embeddings

Accuracy Micro-F1 Macro-F1 Weighted-F1

INF2PRES 0.896 0.896 0.877 0.896
+FastText 0.947 0.947 0.936 0.947

PRES2INF 0.931 0.931 0.829 0.925
+FastText 0.947 0.947 0.834 0.943

Figure 2:
INF2PRES classification

Figure 3:
PRES2INF classification
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classified properly in 97% cases, with only 3% of misclassifications.
In a good classifier, diagonal values in confusion matrices should be
as high as possible.

The interesting thing to see in our experiments are the CAMs for
characters of verbs shown in Figure 4 and Figure 5.

Figure 4: CAM filters for INF2PRES correctly predicted examples. Lighter colors
indicate high contributing characters to classification

INF2PRES: Most CAM highlighted characters are usually suffixes
of the verb with few exceptions. For example, verbs like čarnuti ‘to ig-
nite’, ispuznuti ‘to slide off’, zagrnuti ‘to cover’, zagrliti ‘to hold’, pood-
maći ‘to go off’, potpasti ‘to fall under’, and prostrti ‘to lay down’ follow
this pattern. In some cases, infixes have more significance, as in the
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Figure 5: CAM filters for PRES2INF correctly predicted examples. Lighter colors
indicate high contributing characters to classification

verb glumovati ‘to act’. For the verbs čarkati ‘to quarrel’, čamiti ‘to wait’,
and čupati ‘to twitch’, it highlights initial phoneme clusters more than
suffixes, as the -ati class is more ambiguous.

PRES2INF: In most cases, the suffix has a significant role in clas-
sification. The significance of the infix is given in potpadnem ‘I fall un-
der’ and prostrem ‘I lay down’. For the latter, it is used to differentiate
classes -rti, -sti. Note that, in both classification tasks, the model deals
well with compound verbs (odmaći→poodmaći, plesti→preplesti, …).
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Unsurprisingly, the CAM filters of Figures 4 and 5 show chaotic
patterns of what the important letters contribute to classifying verbs
into classes. Sometimes the important letters are at the beginning,
sometimes in the middle, and sometimes at the end of the word. It
seems that the classifier is having a hard time finding real regulari-
ties. However, this is somewhat expected. If it were not the case, such
classification would be relatively straightforward. For example, the
verbs glumovati ‘to act’ and gladovati ‘to starve’ have the first person
present form glumujem and gladujem, respectively. In contrast, the verb
glumatati ‘to pretend’ has the first person present glumim. The model
in this example is not prone to give importance to suffixes because,
as a feature, they are not significant for classification. However, if the
model attends more to the morphemes -ova- and -at-while considering
that both verbs end with -ati, it can infer what the appropriate classes
are.

3.3Ablation study

In this section, we consider the importance of specific architectural
concepts of our model, namely:

• importance of windowing: The baseline model denoted as FFw is a
feed-foward neural network with with two layers. The top layer
is a softmax classifier. The purpose of the first layer is to find a
mapping of aggregated information from the characters within
a window of size w (concatenation of character vectors within a
window). The second layer aims to find high-level features for the
classification.

• importance of convolutions: a CNN model denoted CNN{kr} de-
scribed in Section 2.1, with the list of 1D convolution sizes {kr}
with a total of l channels.
All models use ReLU as an activation function and are trained

using cross-entropy loss using the ADAM optimizer. The metaparam-
eters are set as in Table 5 and FastText pretrained character vectors
are used. No model performance degradation due to class imbalance
was observed using standard cross-entropy training compared to cross-
entropy with class weights.
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Table 7: INF2PRES models performance. Arrows indicate whether greater or
lower is better

Model Accuracy ↑ RMSE ↓ Micro-F1 ↑ Macro-F1 ↑ Weighted-F1 ↑
FF1 0.859 0.881 0.835 0.859 0.859
FF5 0.885 0.781 0.863 0.885 0.884
CNN{5} 0.939 0.565 0.939 0.928 0.939
CNN{1,2,3,5} 0.941 0.534 0.941 0.927 0.947

Table 8: PRES2INF models performance. Arrows indicate whether greater or
lower is better

Model Accuracy ↑ RMSE ↓ Micro-F1 ↑ Macro-F1 ↑ Weighted-F1 ↑
FF1 0.894 1.016 0.643 0.894 0.879
FF5 0.913 0.773 0.703 0.913 0.907
CNN{5} 0.946 0.529 0.946 0.783 0.943
CNN{1,2,3,5} 0.950 0.467 0.950 0.835 0.948

In both Table 7 and Table 8, one can observe that the addition of
windows improves performance over the baseline model. The reason
for this is that windows make it possible to capture the local context of
characters. Moreover, the filtering of characters with only one convo-
lution with l filters was beneficial for the model. We believe that mul-
tiple channels in convolution enabled the capture of several aspects
of features for classification. The addition of several convolution sizes
slightly improved the overall result.

3.4 Experiments with SSF

The SSF (Orešković et al. 2016)11 contains a rule-based morphologi-
cal generator (MG) for expanding its Croatian lexicon. It is written in
Python and included in the SSF as a web service. The whole of SSF’s
lexicon was processed initially by the MG, manually corrected and
published as an online resource in the Linguistic Linked Open Data
cloud (Orešković et al. 2018). The MG in general takes a lemma of

11SSF is publicly available at http://ss-framework.com/?lang=en.
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Accuracy RMSE Micro-F1 Macro-F1 Weighted-F1

SSF INF2PRES 0.667 0.047 0.667 0.635 0.658

Table 9:
SSF rule-based
morphological parser
performance on test set

Figure 6:
SSF INF2PRES
classification

the word and tries to find its proper inflections by applying specific
grammatical rules. In the current state, it does not use any statistical
information about words. Specifically for verbs, it takes an infinitive
as an input and applies cascading rules that extract the root of the
verb by subtracting known suffixes. Once the root is extracted, MG
merges root and suffix for each verb form. For present tense, suf-
fixes are: -em, -im, -jem, -am. After the root and suffix are merged,
the MG applies sound changes to that newly formed word (e.g. sibi-
larization, palatalization, iotation, etc.). Using a strictly rule-based
approach, MG ends up with several equally probable paradigms (i.e.
it applies at least one of the possible present tense suffixes). It is
worth noting that it is still in development and using CAMs from
INF2PRES model, and it can help us derive, to a certain extent, mean-
ingful rules for better MG transduction. The current performance of
the SSF for INF2PRES classification is given in Table 9 and Figure 6,
if we choose only one paradigm (i.e. the first one). We do not ap-
ply it on PRES2INF because it is primarily designed for infinitive
input.
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Figure 7: This snippet of MG conjugation shows 3 possible inflections for the
verbs peglati and putovati (only present is shown). Our classifier predicts which
inflection is suitable: peglati→peglam, putovati→putujem. Note that both examples
have the same suffix -ati but have different present stems

For example (see Figure 7), MG yields 3 groups for the verb peglati
‘to iron’ and our model picks the correct one:

• pegl+am
• *pegl+im
• *pegl+jem

CAM: attend to the stem boundary and thematic suffix -a and start of
the final morpheme.

For the verb putovati ‘to travel’, MG produces also 3 possible con-
jugations (with -ova as a thematic suffix) and our model picks the
correct one:

• *put+ov+am
• *put+ov+im
• put+u+jem
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CAM: attend more to the thematic suffix -ova and start of the final
morpheme.

In these examples, CAM shows the significance that the model
assigns to each character with regard to the choice of present final
morphemes. For future work, this can be helpful to define rules for
MG to capture the proper inflection.

3.5Experiments with SIGMORPHON 2023 baselines

We compare our results with the baselines of SIGMORPHON 2023
Task 0 (Part 1), namely:

• non-neural model: a simple model that tries to align input/out-
put examples during the training using Levenshtein distance and
deduce appropriate prefix and suffix changing rules for given ex-
amples

• neural model: a Transformer based model applied for character
level transduction from Wu et al. 2021.

Both models are implemented and publicly available.12
In our setup, they were trained and validated on INF2PRES

datasets as generative models, i.e., they predict the proper inflected
verb for the given infinitive. We treat the problem as a classification
task.

Table 10 shows results for transducing Croatian verbs from infini-
tive (lemma) to first person present. For comparison, we also show our
CNN model combined with MG for INF2PRES transduction. Although
SIGMORHPON models achieve relatively worse results in our setup,
they should be the first choice if datasets are large enough so that these
models can learn general inflections (not constrained to verbs only).
Our approach is more restricted, and it is useful if data is scarce and
if rule-based systems are available (which is the case for the Croatian
language).

12https://github.com/sigmorphon/2023InflectionST/tree/main/
part1/baselines
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Table 10:
SIGMORPHON 2023 baselines
for Croatian verb transduction

Model Accuracy
non-neural 0.8786
neural 0.8994
CNN+MG 0.9470

4 CONCLUSION

In this paper, we provide an overview and motivation for the Croatian
verb classification problem as a particular case of the Slavic inflec-
tion system. A neural network model with class activation mapping
was applied as a supervised learning model on collected datasets. It
is the initial step in applying present and infinitive stem classifiers in
conjugating Croatian verbs. From this point on, one can apply rule-
based transducers designed explicitly for the Croatian language (SSF
by Orešković et al. 2018 would be one example) or apply some of the
tools available on the market. If there is an abundance of data, one
should resort to the established state-of-the-art models available via
SIGMORPHON shared tasks.

Following the recent trends in natural language processing, the
shift from rule-based and predictive models (supervised learning) to
generative or unsupervised models becomes an interesting approach
in inflectional morphology, especially for morphologically rich lan-
guages like Croatian. There are some promising results that encourage
this pursuit, such as those in Şulea and Young 2019.
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