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This paper presents a new computational implementation bridging
several modules of grammar from phonetics to phonology to syntax.
The system takes as input a speech signal annotated with syllables,
interprets the phonetic data in phonological/prosodic terms, matches
the data against a lexicon and makes the results available to a lin-
guistically deep computational grammar. The system is showcased
by means of syntactically ambiguous structures in German which can
be disambiguated based on prosodic constituency information. A sys-
tem evaluation with the German data showed good results for this
new combination of automatic speech signal analysis and computa-
tional grammars, which takes a significant step towards a linguistically
fine-grained computational analysis and hence towards real automatic
speech understanding.

1INTRODUCTION

Spoken language is notoriously difficult for linguistic analyses in gen-
eral and for computational implementations in particular. Various
acoustic features such as duration, pitch contours, or voice quality con-
tribute to the overall interpretation of an utterance, but are gradient
in nature and subject to variation between and within speakers. This
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makes it very challenging for computationally deep linguistic gram-
mars to use information signalled by prosodic structure. As a conse-
quence, linguistically relevant information is often lost during anal-
ysis. Consider, for example, the following statement with contrastive
focus on red.
(1) Amra ate the RED apple.
The contrastive focus in example (1) can be acoustically signalled by
a strong tonal accent with a steep rise on red (e.g., Xu and Xu 2005;
Gussenhoven 2008) which also has implications for the meaning in-
terpretation of the clause: Not only did Amra eat a red apple, but she
ate (for example) neither the green nor the yellow apple. These types
of foci often correct wrong assumptions in the interlocutors’ common
ground and are thus highly relevant for analyses concerned with dis-
course or information structure (Krifka 2008; Rooth 2016).

Another common issue is the determination of prosodic con-
stituency in the context of syntactic ambiguities as in example (2)
where flat can be either associated with the preceding phrase (2a)
or the following phrase (2b).

(2) a. When the cake was dropped flat || plants stuck to its underside.
b. When the cake was dropped || flat plants stuck to its underside.

There are two possible syntactic analyses: a resultative structure as in
example (2a) (... drop the cake flat ...), or a modifying structure as in
example (2b) (... flat plants ...). Depending on whether the prosodic
phrase boundary (||) precedes or follows the adjective flat, one of
the interpretations becomes more likely (Bögel and Turk 2019). Such
structures frequently appear in a variety of languages and it has been
shown that many can be disambiguated by prosody (Lehiste et al.
1976; Price et al. 1991). Consequently, access to this information pre-
vents overgeneration and supports meaning interpretation.

These are just two cases where prosodic information plays a cru-
cial role in linguistic analyses, but numerous other examples can be
found in a variety of linguistic structures across languages, e.g., the
distinction between polar and constituent questions in Urdu by means
of tonal accents (Butt et al. 2020), the second position placement of
oblique pronoun clitics in Vafsi (Bögel et al. 2018), or the signalling
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of a rhetorical question by means of pitch contour, constituent du-
ration, and voice quality in German (Braun et al. 2019). This shows
that access to information from the speech signal, e.g., concerning
pitch distribution and prosodic constituency, benefits speech recog-
nition and interpretation and is thus very desirable for linguistically
deep computational grammars.

However, an integration of prosodic information with exist-
ing grammars is rarely pursued, although several approaches sup-
porting automatic speech recognition and the determination of
prosodic events are available and are widely used in phonetic and
prosodic research. The Munich automatic segmentation system MAUS
(Kisler et al. 2017; Schiel 1999), for example, is frequently uti-
lized to automatically annotate segments and words in more than
20 languages such as English, German, French, and Finnish, but
does not include the calculation of pitch accents or prosodic con-
stituency. By contrast, ProsodyPro (Xu 2013) is used to analyze
speech prosody with both discrete and continuous data as output,
with a focus on time-normalized pitch contours and F0 velocity.
F0 contours and other acoustic cues can be averaged across rep-
etitions and speakers, which enables a direct statistical compari-
son. However, the system does not provide any categorical infor-
mation, e.g., in terms of accents, and calculates the data without
the consideration of sentence, word, or syllable structures which
makes it difficult to (re-)associate the output with, e.g., syntactic
constituents.

There are several approaches to the automatic annotation of
prosodic events with relation to corpora (often with a focus on fu-
ture speech synthesis) that go beyond the sole interpretation of acous-
tic cues and include basic morphosyntactic information as well, e.g.,
in form of part-of-speech (POS) tags. The Prosodizer (Braunschweiler
2003, 2006) can assign pitch accents and boundary tones during
speech recognition in American English and German speech corpora
following the ToBI labelling conventions (Silverman et al. 1992). The
method relies on acoustic features as well as syntactic boundary labels
and POS tags which are part of the corpus annotations. An evaluation
showed more than 70% accuracy in pitch accent and boundary tone
detection with major difficulties at the level of intermediate phrase
boundaries. The multilingual prosodymodule of the Verbmobil system
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integrates a word-based annotation and classification of boundaries,
phrase accents, and sentence mood for German, English, and Japanese
dialogues (Batliner et al. 2000, 2001; Wahlster 2013). Schweitzer and
Möbius (2009) went beyond the word base and trained a number of
classifiers on acoustic, phonological, and basic morphosyntactic at-
tributes of German using theWEKAmachine learning software (Witten
and Frank 2005), reaching recognition accuracy rates of up to ~86%
for the occurrence of accents, and ~93% for the occurrence of larger
boundaries.

All of these approaches allow for the recognition and depiction of
prosodic events in form of boundaries and accents, but none of them
allow for real communication between prosodic structure and other
modules of grammar. If (morpho)syntactic information in a given cor-
pus is included in the system, it is used to facilitate prosodic anno-
tation, but not vice versa, i.e., prosodic information is not used to
determine (morpho)syntactic structure. None of the approaches are
designed to allow for the prosodic disambiguation of syntactic struc-
ture or for signalling focus structures in order to enhance linguistic
analyses by computational grammars.

Current large-scale grammar development projects which provide
deep linguistic analyses include the Parallel Grammar project (Par-
Gram, Butt et al. 2002; Sulger et al. 2013) based on Lexical-Functional
Grammar (LFG; Kaplan and Bresnan 1982) and the DELPH-IN project
in combination with the LinGO (Linguistic Grammars Online) Ma-
trix effort (Bender et al. 2002; Copestake 2002) based on Head-driven
Phrase Structure Grammar (HPSG; Pollard and Sag 1994). Other ma-
jor grammar development efforts are based on CCG (Steedman 2000;
Clark and Curran 2007) and TAG (Joshi 2003; Duchier et al. 2004;
Gardent and Parmentier 2005).

So far, these grammar development approaches have focussed
on the syntactic and semantic representation of language. There are
no detailed implementations of p-structure (including prosody and
(post)lexical phonology), although some initial attempts restricted to
specific phonological phenomena have been made across frameworks
(see, for example, Butt and King 1998, Bird 1992, Bird and Klein 1994,
Klein 2000). Computational approaches to specific/isolated phono-
logical phenomena without integration into a large-scale grammar
have also been developed in frameworks based on constraint rankings
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(as in Optimality Theory (Prince and Smolensky 2004); see, e.g.,
Tesar and Smolensky 1998; Becker et al. 2007; Yu 2018) and con-
straint weighting (as in Harmonic Grammar (Legendre et al. 1990);
see, e.g., Potts et al. 2010). Penn and Carpenter (1999) combine two
smaller-scale HPSG grammars of English and German with off-the-
shelf speech recognition and TTS systems to allow for automatic trans-
lation and generation of spoken language. However, their system only
includes spoken language in a detached manner in that a speech sig-
nal is first converted into a simple text string (which is then further
processed by the grammar) and vice versa. To date, a real integra-
tion of spoken language into a large-scale computational grammar
to enable deep automatic speech understanding has not been accom-
plished.

This paper uses the computational grammars developed in the
spirit of Lexical-Functional Grammar (LFG), which have long been
established as part of the ParGram project and have been used for
a multitude of purposes with a strong focus on syntactic and se-
mantic processing (a.o., Butt et al. 1999, 2002; Bobrow et al. 2007;
Sulger et al. 2013; Crouch et al. 2017; Meßmer and Zymla 2018;
Dalrymple et al. 2019). The input to all of these grammars is the
s(yntactic)-string, which consists of a string of words that make up
a written sentence (or a fragment thereof). In a standard computa-
tional LFG grammar, this string is tokenized into single words whose
lexical morphosyntactic information is accessed and made available
for further processing of the string in c(onstituent)- and f(unctional)-
structures as well as semantic representations. This basic structure (in-
cluding variations or extensions thereof) has been the established core
structure of all computational LFG grammars. Grammars can be built
via XLE, a state-of-the-art grammar development platform (a.o., Butt
et al. 1999; Crouch et al. 2017), which allows researchers to build
industrial-strength computational grammars for a wide range of lan-
guages and can be integrated with industrial-strength finite-state mor-
phologies (Beesley and Karttunen 2003; Kaplan et al. 2004; Bögel et al.
2007).1

1See the XLE-Web interface which features a number of dif-
ferent computational LFG grammars that can be used interactively:
https://clarino.uib.no/iness/xle-web.
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While these grammars are well-established for syntactic and
semantic analyses of texts, they are as of yet unable to process spoken
language. As a consequence, linguistic phenomena whose analysis
requires prosodic information (as demonstrated in examples (1) and
(2)) cannot be interpreted by the traditional computational LFG gram-
mars, although the combination of automatic speech recognition with
linguistically deep computational grammars would be highly desir-
able and benefit both automatic speech understanding and speech
synthesis.

This paper introduces a new system which bridges this gap be-
tween the automatic recognition of prosodic events and their lin-
guistically deep analysis by computational LFG grammars, taking
the prosodic disambiguation of syntactically ambiguous structures as
a demonstration example. The implementation includes a represen-
tation of the speech signal in phonetic and phonological/prosodic
terms, where the categorical representation of the latter enables the
computational grammars to prosodically disambiguate syntactically
ambiguous structures. This not only reduces overgeneration in the
case at hand, but makes a linguistically fine-grained representation
of prosodic categories (accents and boundaries) available for other
modules of grammar, thus taking a huge step towards real automatic
speech understanding.

The paper is structured as follows: Section 2 introduces the syn-
tactically ambiguous data and briefly reports on a production exper-
iment that establishes the relevant acoustic features for a prosodic
disambiguation. Section 3 first gives a brief introduction to LFG and
then describes the theoretical foundations behind the approach to the
prosody-syntax interface proposed in this paper. Section 4 describes
in detail all aspects of the computational implementation, from the
interpretation of the speech signal to the disambiguation of syntacti-
cally ambiguous structures. This is followed by an evaluation of the
system in Section 5. Section 6 concludes the paper.
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2THE DATA: SYNTACTICALLY
AMBIGUOUS STRUCTURES

The following German example (3) has two possible interpretations:
(3) Sie sahen, dass

They saw that

[der Partner]NP1 [der Freundin]NP2 fehlte
the.MASC.NOM partner the.FEM.GEN/DAT friend was.missing

a) “They saw that the friend’s partner was missing.”
b) “They saw that the friend missed the partner.”

There are two sources of ambiguity in this example: the syncretism
of the determiner der ‘the’ and the verb’s valency. The determiner
is ambiguous in this position as it can be interpreted either as femi-
nine dative or feminine genitive (Table 1), which makes the complete

case masc fem neut
gen des der des
dat dem der dem

Table 1:
The German determiner system
for the singular genitive and dative

second NP der Freundin ‘the friend’ be interpreted as either dative or
genitive. Adding to this local ambiguity is the valency of the verb
fehlen ‘missing’, which can be used in either intransitive or transitive
constructions, the latter requiring a dative object. As a result, the sec-
ond NP can either be interpreted as a dative object to the verb or
as a possessor phrase to the first NP der Partner, as indicated by the
two translations given in example (3). Such syntactically ambiguous
structures result in overgeneration, i.e., the (computational) grammar
returns several possible solutions as illustrated in Figure 1. Previous
research has shown that syntactically ambiguous structures can often
be disambiguated by means of prosody (Price et al. 1991) and several
studies have demonstrated this for a number of German structures as
well (Żygis et al. 2019; Gollrad et al. 2010).
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Figure 1:
Two syntactic
interpretations
for example (3):

genitive
structure
on the left,

dative structure
on the right

For structures as in example (3), current theories of the syntax-
prosody interface would predict a prosodic phrase boundary to oc-
cur between the two NPs in the dative construction, but not in the
genitive. Table 2 illustrates the predictions made by Selkirk’s (2011)
MATCH THEORY, which posits a phonological phrase (PhP/φ) for ev-
ery syntactic XP (NP, PP, ...), in combination with Truckenbrodt’s
(1999) WRAP constraint, which assumes that a recursive XP/PhP is
merged (‘wrapped’) into a single PhP.

For the syntactic structures given in Figure 1 and the string der
Partner der Freundin, MATCH THEORY predicts a PhP boundary for
every NP, resulting in two PhPs for the dative structure, and one nested
PhP in the genitive structure. WRAP then assumes that the nested PhP
in the genitive is wrapped into a single PhP. The algorithm thus assigns
a PhP boundary after the first NP in the dative, but not in the genitive
structure, as illustrated in Table 2.

Table 2:
Prosodic
phrasing

predictions
for the syntactic

structures
in Figure 1

Dative Syntax [ der Partner ]NP [ der Freundin ]NP
Prosody MATCH φ( der Partner )φ( der Freundin )φ ↕

WRAP φ( der Partner )φ( der Freundin )φ

Genitive Syntax [ der Partner [ der Freundin ]NP ]NP
Prosody MATCH φ( der Partner φ( der Freundin )φ)φ ↕

WRAP φ( der Partner der Freundin )φ

In a production experiment, Bögel (2020) confirmed the theoret-
ical predictions in Table 2. The stimuli consisted of nine fully ambigu-
ous structures similar to example (3), where the first NP was always
masculine and the second one feminine, followed by a verb with an
ambiguous valency. All nouns had a disyllabic, trochaic foot structure
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(i.e., the first syllable carried lexical stress and the second one was
unstressed (x -)).

The participants were fifteen female native speakers of German.2
Each participant was presented with a context and a target sentence.
Participants were asked to read the context silently and to ‘mentally
understand’ the sentence before producing it as naturally as possible.
Each participant produced 18 sentences (9 genitive and 9 dative con-
structions), resulting in a total of 270 sentences.

A linear mixed effects regression model (lmer) with items and
subjects as random factors yielded the following results:
• A significantly steeper drop in the fundamental frequency (F0)
(‘Reset’) between NP1 and NP2 (as measured at the final syllable
of NP1 and the determiner of NP2) in the dative as compared
to the genitive condition (β = −9.31, SE = 2.64, t = −3.53,
p < 0.01).
• A pause3 between the first and the second NP in the dative con-
dition: (β = −2.35, SE = 0.92, t = −2.55, p < 0.05).
• The duration of the last syllable of the first NP was significantly
longer in the dative condition than in the genitive condition
(β = −2.8, SE = 0.79, t = −3.58, p < 0.01).

These findings confirm the placement of a prosodic phrase boundary
after the first NP in the dative, and provide detailed information on
the relevant acoustic indicators of a prosodic phrase boundary, namely
duration, F0 movement, and pauses.

While the experimental results are in line with the predictions
in Table 2, the question remains how these findings can be used to
prosodically disambiguate syntactically ambiguous structures in LFG.

2The main goal of the original production experiment was to find the
prosodic cues that disambiguate the syntactic structures. In order to reduce vari-
ation with respect to pitch evaluation, the decision was made to only record
female participants. For the computational implementation described below this
has no effect, since the implementation normalizes pitch by means of semi-
tones.

3Following the MAUS conventions, a pause is defined as a silence
interval which lasts more than 100 ms. See https://clarin.phonetik.uni-
muenchen.de/BASWebServices/help/help_faq#help_faq.

[ 9 ]



Tina Bögel, Tianyi Zhao

3 THEORETICAL ANALYSIS IN LFG

After a brief introduction to LFG, this section discusses the architec-
tural assumptions made with respect to the interface between syntax
and prosody from a theoretical perspective which in turn forms the
basis for the computational implementation in Section 4.

The generative, non-transformational LFG framework (Kaplan
and Bresnan 1982; Bresnan et al. 2016; Börjars et al. 2019; Dal-
rymple et al. 2019; Dalrymple 2023) has a modular architecture
with parallel representative structures for separate linguistic aspects
which constrain each other throughmathematically well-defined func-
tions. Different types of linguistic information are encoded in suitable
representation structures. For example, the original core structures
c(onstituent)-structure and f(unctional)-structure both represent dif-
ferent aspects of syntactic structure: While c-structure depicts linear
order and syntactic constituency by means of tree diagrams as in Fig-
ure 1, f-structure captures key dependency relations like grammati-
cal functions (e.g., subject and object) as well as other functional in-
formation such as tense/aspect or case. F-structures are represented
in Attribute-Value-Matrices (AVMs) and are largely invariant across
languages. These two structures are linked via the projection func-
tion ϕ to allow for communication between syntactic constituency
and related functional information. A number of additional structures
have been proposed over the years, including a(rgument)-structure,
i(nformation)-structure, and m(orphological)-structure, each of which
represents the linguistic information associated with that aspect of
grammar. Correspondence between these structures is again ensured
via well-defined projection functions (see Dalrymple 2023 for a gen-
eral introduction to LFG).

Several proposals have also been made for p(rosodic)-structure
(see Bögel 2023 for an overview). This paper follows the proposal
made in Bögel 2015. It distinguishes between comprehension (‘parsing’
in computational terms), which describes the processing and subse-
quent understanding of the speech signal by a listener, and produc-
tion (‘generation’ in computational terms), which describes the pro-
cess from the initial concept to the actual form of an utterance. The
present paper focuses on comprehension: It discusses the process of
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going from a speech signal to a linguistic analysis, i.e., from phonetics
to prosody to syntax.

In the proposal made by Bögel (2015), information at the prosody-
syntax interface is exchanged on two levels: a) the transfer of vocab-
ulary (ρ/π), which exchanges phonological and morphosyntactic in-
formation of lexical elements via a multidimensional lexicon, and b)
the transfer of structure (♮), which exchanges information on syntactic
and prosodic phrasing, and on intonation. Figure 2 illustrates this in-
teraction in LFG where syntactic constituent structure is represented
by c-structure, prosodic/phonological information by p-structure, and
the s(yntactic)-string is placed between them. Mathematically well-
defined projection functions (here: ♮, ρ, π) allow for the correspon-
dence between these modules.

Figure 2:
The underlying architectural assumptions
for the interface between syntax (c-structure)
and prosody (p-structure)

3.1P-structure

P-structure is represented via the p-diagram, a linear syllable-based
representation of the speech signal over time (Figure 3). During com-
prehension, acoustic information from the speech signal feeds into
p-structure and is stored at the signal level. Each syllable in the signal
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Figure 3: The signal level of the p-diagram for der Partner der Freundin

receives a vector (Sn) which contains information, e.g., on the seg-
ments,4 the duration, or the mean fundamental frequency (F0) of that
syllable.5 Figure 3 shows the p-diagram fragment for the six syllables
of der Partner der Freundin. The ‘raw’ signal information given in Fig-
ure 3 encodes patterns which can be interpreted in categorical terms
at the interpretation level. For example, a strong rise in F0, a following
drop (from S2 to S4) and a comparatively long duration on the last
(unstressed) syllable of Partner (as seen at S3: [n6]) are strong indica-
tors for a phonological phrase boundary. As a result, PHRASING = )φ
is added to the syllable’s vector at the interpretation level (Figure 4).
Further possibilities at the interpretation level include, for instance,

Figure 4: The interpretation level of the p-diagram for der Partner der Freundin

4Segments are represented in SAMPA, a computer-readable phonetic alpha-
bet (Wells 1997).

5Mean F0 is calculated based on the complete syllable and serves as a quick
orientation for the researcher, not as a basis for the computational calculation
discussed below.
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a GTOBI (Grice and Baumann 2002) analysis of the pitch in terms of
high and low tones, or the differences between adjacent pitch values
measured in normalized semitones (SEMIT_DIFF), which allow for an
interpretation of the slopes leading to and from the accent (i.e., the
scaling of the tones). While the p-diagram representation was devel-
oped with LFG in mind, it is an encapsulated, adaptable, and extend-
able representation that can be plugged into any modular framework.

3.2The transfer of vocabulary

The transfer of vocabulary associates morphosyntactic and phonolog-
ical information in lexical elements via the multidimensional lexicon.
Following proposals made by, e.g., Levelt et al. (1999), the lexicon in-
cludes several dimensions (Table 3): The s(yntactic)-form contains the
traditional morphosyntactic information associated with a particular
lexical item (e.g., number, gender, or case), while the p(honological)-
form contains information on the segments and the metrical frame of
that entry: the number of syllables, the lexical stress pattern, and the
prosodic status (e.g., whether the element is a clitic, underspecified,
or a prosodic word). The lexicon in Table 3 shows the entries for the
noun Freundin, which is feminine, singular, and a prosodic word with
two syllables in a trochaic foot structure. The determiner der has am-
biguous case information (genitive or dative) and consists of a single,
prosodically underspecified syllable.6 The lexicon is modular in that

s-form p-form
N (↑ PRED) = ‘Freundin’ SEGMENTS /f R OY n d I n/

(↑ NUM) = sg METRICAL FRM ("σσ)ω
(↑ GEND) = fem

D (↑ PRED) = ‘der’ SEGMENTS /d e 6/
(↑ NUM) = sg METRICAL FRM σ

(↑ GEND) = fem
(↑ CASE) = {gen | dat}

Table 3:
(Simplified)
lexical entries
for der
and Freundin

6The determiner ‘der’ can also be used in the nominative masculine. This
option is omitted from Table 3 since it is not relevant for the data discussed in
this paper.
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there is a strict separation of module-related information: Each lexical
dimension can only be accessed by the related module, i.e., p-structure
can only access p-forms, and c-structure can only access s-forms. At
the same time, the lexicon has a translating function: Once a dimen-
sion is triggered, the related dimensions can be accessed as well. Dur-
ing comprehension, if p-structure accesses a particular p-form, the re-
lated s-form becomes available and the morphosyntactic information
is instantiated to syntactic structure. Conversely, during production,
if c-structure accesses an s-form, the related p-form information be-
comes available to p-structure, ultimately forming the foundation for
the phonetic utterance.

3.3 The transfer of structure

The transfer of structure exchanges information on prosodic and syn-
tactic constituency via the projection function ♮. Figure 5 shows the
annotation for an object nominal phrase (NP) which checks whether
there is a (left) phonological phrase boundary associated with the left
edge of the NP’s corresponding prosodic unit in p-structure. The an-
notation can be read as follows: For all terminal nodes T (= {D/der,
N/Freundin}) of the current node * (=NP), for the syllable with the
smallest index (Smin) in this set of terminal nodes (i.e., the leftmost syl-
lable), there must be (=c) a (left) phonological phrase boundary (φ. If
this is the case, an object with dative case is projected to f-structure:
(↑ OBJ) = ↓ and (↓ CASE) = dat state that any material occurring
under the current syntactic node (here: NP) is stored as part of the

Figure 5:
The transfer
of structure:
prosodic

and syntactic
phrasing
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grammatical function ‘object’ in f-structure, and that the related case
is dative.7 The annotation of the c-structure node NP thus combines
two projection functions: First, the information concerning prosodic
phrasing at p-structure is determined. If a prosodic phrase boundary
is present, the current node is then interpreted as the object of the
clause, effectively disambiguating the syntactically ambiguous struc-
ture in example (3)/Figure 1.

Figure 6 shows the complete analysis of a dative structure at the
prosody-syntax interface during comprehension, where the transfer of

Figure 6:
A dative
structure at the
prosody-syntax
interface:
comprehension

7For further explanations of the correspondence between c- and f-structure,
the interested reader is referred to Dalrymple 2023.
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vocabulary matches segmental strings against lexical items and the
transfer of structure disambiguates the syntactically ambiguous struc-
tures based on larger prosodic constituents, in this case a phonological
phrase boundary between the two NPs [der Partner] and [der Freundin].

This section provided the theoretical background for the prosodic
disambiguation of syntactically ambiguous structures in LFG. The fol-
lowing section takes this theoretical analysis as a starting point and
serves as a blueprint for an integration of prosodic structure into the
existing computational LFG-grammars, thus enabling the grammars to
include and process information from the speech signal as well.

4 COMPUTATIONAL IMPLEMENTATION

The computational implementation of the theoretical analysis pre-
sented in Section 3 is a new approach that includes the integration
of spoken language. It categorizes the gradient information gained
from the signal and organizes it within the p-diagram at p-structure.
It then matches the information against a lexicon containing p-form
and s-form information. The matching process leads to the creation of
the s-string which is the linear concatenation of all matched s-forms
and thus corresponds to the string that was originally used as input to
the computational LFG grammars. The s-string (and the lexical mor-
phosyntactic information associated with each word in the string) en-
ables c- and f-structure to be parsed with XLE (Crouch et al. 2017), the
grammar development platform used to create large-scale LFG gram-
mars. In a final step, the implementation allows for the disambigua-
tion of syntactic structures based on the automatically determined
prosodic phrase boundaries at p-structure. The implementation is in
Perl, with added scripts written in Praat (Boersma andWeenink 2021),
xfst (Beesley and Karttunen 2003) and R (R Core Team 2016), all of
which are open-source and commonly used software.8

8The source code for the computational implementation is available under
https://github.com/ticle2/prosody-syntax-interface-in-LFG.
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4.1Extracting and normalizing information
from the speech signal

Figure 7 shows the input used for the computational implementa-
tion, a sound file annotated with SAMPA syllables. For the annota-
tion, the data was first automatically annotated using the Munich Au-
tomatic Annotation System MAUS (Kisler et al. 2017; Schiel 1999),
which aligns the speech signal with SAMPA segments (but not sylla-
bles) based on a given orthographic input. In order to obtain the syl-
labic annotation that serves as a base for the system described in this
paper, the segmental annotation was matched against a lexicon cre-
ated from the CELEX database for German words (Baayen et al. 1995).
This database allows for the creation of different custom-tailored lexi-
cons, in this case a lexicon containing the SAMPA-syllables for all the
German words in the database. In a next step, the segmental MAUS
annotation was matched against the syllable-based lexicon, keeping
track of the start and end times of each syllable in the speech signal.
Based on this information, a new Praat annotation tier was created
containing only the SAMPA syllables. The syllable tier was then man-
ually checked for alignment mistakes that regularly occur with forced

Figure 7: Input: a sound file annotated with SAMPA syllables in Praat, here for
example (3)
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aligners like MAUS (see, e.g., Gonzalez et al. 2020).9 In a first step,
a Praat script collects information from the speech signal. The script
extracts the syllable segments, the duration of each syllable, and the
mean F0-values for each syllable for the signal level of the p-diagram
(Figure 3). For a fine-grained analysis of the pitch during process-
ing, the script furthermore divides each syllable into five even-spaced
subintervals, takes the mean F0-values of each subinterval and turns
these values into semitones, thus effectively normalizing duration and
pitch. In order to minimize the effect caused by incorrect pitch calcu-
lations by the Praat algorithm, the system checks for outliers among
the semitones and − if present − excludes them from the following
estimation of high and low tones.10

Each subinterval is tagged for position within the syllable, either
as central, or as preceding or following a syllable boundary. This mea-
sure was implemented to allow for the determination of early or late
pitch accents. For example, if a pitch accent unexpectedly occurs in
an unstressed syllable preceding the stressed target syllable, the infor-
mation that it occurs directly at the boundary to the target syllable
would relate this accent to the target syllable as an ‘early’ accent.

4.2 Interpreting the pitch

In a second step, the raw values from the speech signal are interpreted
in terms of categories that are ‘meaningful’ for other modules of gram-
mar. Different measures are used for the interpretation of the pitch: In
addition to the semitones and the differences between these semitones
indicating falls and rises, the implementation also utilizes the residu-
als of a linear regression based on the pitch values of a given speech

9 It would, of course, be desirable to have a system that provides a deep lin-
guistic analysis from the raw speech signal to a syntactic structure. However,
the fact that forced alignment of orthographic text to segmental annotation re-
quires manual correction by a human annotator means that uncontrolled align-
ment (i.e., without the orthographic representation) would most likely result in
increased inaccuracy. Since the main focus of this paper is on the implementa-
tion of the prosody-syntax interface, and not automatic speech recognition, the
system starts with input files that are annotated with SAMPA syllables.

10Where an outlier is any data point above the 3rd quartile +1.5 Interquartile
range (IQR) and below the 1st quartile −1.5 IQR (e.g., Winter 2019, 60).
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signal. This measure was introduced to account for the lowering or
rising of the pitch over time depending on the sentence type; e.g., in
declaratives the pitch tends to get lower towards the end of the sen-
tence (a.o., Ladd 1984; Xu 2005). This general tendency is reflected by
the regression line. Residuals return the distance of each value from
this line and are thus a good measure to describe deviations from the
average, i.e., surprising values.

Both semitones (and their differences) and residual values are
then used a) to determine the minimums (L) and maximums (H) in a
given signal, and b) to determine the slopes between these categories,
i.e., whether the rises/falls are strong or weak.

In order to mark both categories (i.e., type of accent and type of
slope) in one representation, we devised the system in Table 4: Each
level of L or H is characterized by a particular height and shape of
the slope leading to it (lead) and following it (tail). Taken together,

Cat. Max/Min Lead Tail
H4/L4 Max/Min steep steep
H3/L3 Max/Min steep flat
H2/L2 Max/Min flat steep
H1/L1 Max/Min normal flat

Table 4:
(Part of the) system of pitch accents and slopes
in the computational implementation

semitones and residuals allow for the detection of deviations from the
norm in the signal, i.e., maximums (H) and minimums (L). In order
to exclude microprosodic effects (which might cause two tones to ap-
pear on one syllable), the distance between any Hs and Ls has to span
at least one syllable. Slopes to and from a H/L tone are calculated
based on the ratio between the semitones of adjacent Ls and Hs and
the distance (the number of subintervals) between them. The resulting
values indicate whether the associated slopes are steep or flat.H4 and
L4 thus represent accents where the lead and the tail show a strong rise
and fall respectively, while H1 and L1 have a relatively flat lead and
tail. L2/L3 and H2/H3 are positioned between these two extremes,
with each having a slightly different shape depending on the slopes.
The following Figure 8 demonstrates some of the H and L tones dis-
cussed in Table 4 for a dative example as they would be assigned by
the system. The tone values are stored as part of the interpretation level
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Figure 8:
Tone values for
a dative example
as calculated
by the system

of the p-diagram (Figure 4), where they replace the traditional GToBI
values in order to facilitate (and simplify) the automatic interpretation
by other modules of the grammar.

4.3 Interpreting duration

The categorization of a specific syllable as ‘long’ or ‘short’ is not a
trivial process. Since the input to the system is always a single file,
there is no direct way to compare the duration of one syllable to dura-
tion measures of syllables in similar positions in other input signals.11
For the current analysis, this problem was resolved by creating a pre-
compiled threshold for duration categorization. The compilation was
based on the 270 utterances produced in the experiment described in

11There are two ways to deal with this problem: a) a database of all possible
syllables in all possible (word) positions over many speakers in order to get an
estimate of the expected syllable duration, or b) an estimation of syllable duration
tailored to the dataset at hand. While a database would allow a more universal
assessment of syllable duration, creating such a resource would be very time-
consuming and the considerable size of such a database would be more of a
hindrance to the system at hand. Since this paper is a proof of concept, we leave
this work to further research, and show how option b), a tailored solution, can
be realized.
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Section 2, more precisely, on the stretch of data from the start of the
subordinate clause to the end of the second noun; 7 syllables in total.
Strictly speaking, the verb should have also been analyzed as part of
this clausal stretch. However, it was disregarded for this particular cal-
culation because different verbs show too much segmental variation.
This, in turn, would have had an (undesired) effect on the duration
measures.

Two values were used to classify syllables as long or short: speaker
tempo and syllable duration. For the estimation of speaker tempo, the
duration of each of the seven target syllables was added up for each
single recording and then divided by 7. The resulting values for each
signal produced by a single speaker were added up again and the mean
over all values was calculated. This mean value was taken to represent
the individual speech tempo for each speaker. The following Table 5
shows the distribution of speaker tempo values over all speakers. As
we can see, the ‘fastest’ speaker has a rate of 0.150 seconds per syllable
and the ‘slowest’ speaker has a rate of 0.225. The overall mean was
0.184. For the categorization into slow and fast speakers, the first and
third quartile (0.170 and 0.196 respectively) were used as thresholds.
Values below/above these thresholds can be deemed unexpected from
a statistical perspective, so any speaker with a value below 0.170 could
safely be considered as ‘fast’, and any speaker above 0.196 as ‘slow’.

Minimum 1st Quartile Mean 3rd Quartile Maximum
0.150 0.170 0.184 0.196 0.225

Table 5:
Distribution of speaker
tempo values over all
speakers in seconds
per syllable

In addition to speaker tempo, we also determined the duration of
each individual syllable in the target area in comparison to all sylla-
bles in the same position in the overall dataset, e.g., each first syllable
in the first noun was compared to all other syllables that also occurred
in the first position of the first noun. For these values, the mean du-
ration of each syllable over all the speakers was taken; outliers were
excluded.

For the fourth syllable in the target area (which corresponds to the
second syllable of the first noun, e.g. [nɐ] in partner), we observed the
distribution in Table 6. As discussed in Section 2, the fourth syllable
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Table 6: Distribution of duration values for the fourth syllable in the target area
over all speakers in seconds per syllable

Minimum 1st Quartile Mean 3rd Quartile Maximum
0.1579 0.1681 0.1783 0.1885 0.1987

is significantly longer in the dative condition than in the genitive, thus
signalling a prosodic phrase boundary. Syllables with a duration above
the 3rd quartile were interpreted as ‘long’ (= increased likelihood
of boundary), and syllables below the 1st quartile as ‘short’ (= no
boundary following).

While this estimation of expected and unexpected values of syl-
lable duration is a good indication of a following prosodic phrase
boundary, any duration value needs to be viewed with reference to
speaker tempo. The reason is that a slow speaker will per se also pro-
duce slow syllables which will confound the calculation of a prosodic
phrase boundary. To control for this particular factor, syllables were
only categorized as slow if the speaker had a fast or normal speaking
rate. For slow speakers producing slow syllables, the difference be-
tween the speaker’s tempo and the overall mean speaker tempo was
taken and subtracted from the duration value of the syllable in ques-
tion. If this syllable could still be classified as slow, the value was
retained.

Both speaker tempo rates and individual syllable duration are
stored as part of the system and are accessed during signal interpreta-
tion in order to facilitate boundary calculation.

4.4 Lexical matching: the transfer of vocabulary

During the transfer of vocabulary, the input from the speech signal is
matched against the p-forms of the multidimensional lexicon, which
then makes the associated s-forms available for syntactic parsing. In
order to acquire the correct s-string, the p(honological)-string, which
is created by concatenating the SAMPA syllables from the input speech
signal (... de:6.pa6t.n6.de:6.fROYN.dIn ... ), is matched exhaustively
against a lexicon including phonological and morphosyntactic mate-
rial as described in Section 3, Table 3. The lexicon is a finite-state
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Input (p-string) Lexicon Output (s-string).

... de6.fROYn.dIn ...→
p-form s-form

de:6 der
fROYn.dIn Freundin
... ...

→ ... der Freundin ...

Table 7:
The transfer
of vocabulary:
from p-string
to s-string

transducer (xfst; Beesley and Karttunen 2003), where the upper side
corresponds to the s-form, and the lower side to the p-form informa-
tion associated with the lexical item. Matching the p-string against the
lexicon results in the corresponding s-string (... dass der Partner der Fre-
undin ...), which constitutes the input for the syntactic structure. Apart
from making the s-string and the associated morphosyntactic informa-
tion available to c- and f-structure, the matching of the p-string against
the lexicon also makes the lexical p-form information (e.g., informa-
tion on lexical stress or prosodic word/clitic status) available to the
p-diagram.12

4.5Prosodic phrase boundaries and the p-diagram

The previous sections described the different aspects relevant for the
representation of a speech signal at p-structure. As a last step, prosodic
phrase boundaries are calculated.

The production experiment reported in Section 2 elicited the
acoustic factors which can be relevant for the determination of a PhP
boundary: a rise in F0 towards the boundary followed by a drop after
the boundary, a pause, and a relatively long pre-boundary syllable.

12This information is especially relevant for production (not discussed here),
because it allows the modelling of a prosodic baseline that can later be ‘trans-
lated’ into phonetic terms. But it is relevant for comprehension as well, in that it
is generally assumed that pitch accents are only associated with lexically stressed
syllables in German. Due to vowel quality differences and other reasons, how-
ever, the algorithm might also determine the local maximum or minimum to
be on the previous or following syllable. Lexical stress (possibly in combination
with positional information of the accent in the syllable, cf. Section 4.1) could
in principle be used to shift the accents to the target syllable in the p-diagram
representation.
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Based on the pitch calculations in Section 4.2, the duration values
in Section 4.3, and on the presence or absence of pauses, the imple-
mentation estimates the likelihood of a prosodic phrase boundary in
the position at hand. If any of the following constraints are minimally
met, a PhP boundary is included.
1. a H4 accent
2. a H3 accent in combination with a surprising residual value; only
very high values (above 3 or below −3) are taken into account

3. a H3 accent with a long syllable
4. a pause
Figure 9 shows an automatically created p-diagram for the string der
Partner der Freundin based on a speech signal with the dative construc-
tion. As discussed in Section 3.1, each vector includes the segments,
the duration, and the mean F0-value for the associated syllable. The
p-diagram also contains the lexical p-form information by marking
lexically stressed syllables with x and by adding the lexical prosodic
unit information to the attribute PROS_PHRASE (prosodic phrasing).
While each function word (dass, der) is represented by an underspeci-
fied syllable σ, the nouns’ prosodic word status is indicated by a set of
unmarked brackets. The automatically calculated PhP boundaries are
marked by pp( and )pp. The p-diagram in Figure 9 shows that the sys-
tem can give a fairly accurate categorical representation of the speech
signal. The PhP boundary occurs after the first NP, thus indicating a
dative structure. There are also several open questions, e.g., whether
the low tone L2 associated with vector 2 (GToBI: L*), which occurs just
before the syllable boundary, should be ‘moved’ to vector 3 where the
syllable carries lexical stress, or whether an additional attribute for

Figure 9: P-diagram for a dative interpretation of the string der Partner der Fre-
undin (‘the partner of the friend’)
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‘early’ or ‘late’ L/H tones would be more useful. We leave questions
like these to further research.

The information on prosodic phrase boundaries at p-structure is
now available for further processing. However, in order to disam-
biguate the syntactic structure, c-structure has to recognize the am-
biguity in the first place and be able to check for possible cues for a
particular interpretation at p-structure.

4.6Disambiguation and the fchart: the transfer of structure

This section describes how the overgeneration caused by syntactic am-
biguities as in example (3) can be automatically disambiguated by
intersecting a computational LFG-grammar for German with the p-
structure created above.13 In a first step, the syntactic string deter-
mined in Section 4.4 is parsed with a computational LFG grammar.
In order to achieve this, the main Perl script creates an XLE-internal
xlerc script (Crouch et al. 2017) which starts the computational gram-
mar and parses the s-string. As expected, the grammar overgenerates
and returns the two syntactic strings in Figure 1. The syntactic am-
biguity leading to these parses can be made accessible by instructing
the xlerc script to print out the so-called fchart, a Prolog representa-
tion of all choices, constraints, c-structure relations and more, in one
file. The command in (4) will return a Prolog file filename.pl, which
can be processed further by the main Perl script.
(4) print-prolog-chart-graph filename.pl

The following descriptions discuss only the relevant parts of the ex-
tensive fchart Prolog representation and the way they can be used to
determine the actual linear position of the ambiguity (with the ulti-
mate goal to check for prosodic phrase boundaries at that position).

The fact that there are two possible syntactic structures is en-
coded in the fchart section ‘Choices’ with the variables A1 and A2 (in
this example, A1 corresponds to the dative option, and A2 to the geni-
tive). This information alerts the script to the ambiguity of the parsed
syntactic string.

13The following discussion describes this process in some technical detail;
readers who are not familiar with XLE might want to continue with Section 5.
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(5) [
choice([A1,A2], 1)
],

The next fchart section ‘Constraints’ indicates that the two choices A1
and A2 are based on the ambiguity in the verb’s valency.
(6) % Constraints:
[

cf(A1,eq(var(3),semform(‘fehlen’,4,[var(4),var(2)],[]))),
cf(A2,eq(var(3),semform(‘fehlen’,4,[var(4)],[]))),
],

As shown in (6), the verb fehlen ‘miss’ in choice A1 has two arguments
(represented by abstract variables, var(4) and var(2)) and in choice
A2 only one argument (var(4)). With respect to the linguistic example
discussed in this paper, choice A1 thus refers to the (transitive) dative,
i.e., to the two arguments [der Partner] and [der Freundin], and choice
A2 to the (intransitive) genitive with one nested argument [der Partner
[der Freundin]]. This difference in argument structure and the variable
names of the arguments for each choice are then further tracked by
the main script in order to ultimately relate these abstract variables to
concrete surface forms.

In the fchart section ‘C-structure’ in (7), the fspans of the argu-
ments (i.e., the s-forms over which the argument ‘spans’) are encoded
with indexing numbers, where the first number indicates the start of
the span, and the second number the end of the span. In example (7),
the two arguments in choice A1 have the fspan from 17 to 28 for
the first argument var(4) and the fspan from 29 to 41 for the second
argument var(2). For choice A2, the single argument var(4) has an fs-
pan from 17 to 41 (notably including the range of both arguments in
choice A1).
(7) % C-Structure:

[
...
cf(A1,fspan(var(4),17,28)),
cf(A1,fspan(var(2),29,41)),
...
cf(A2,fspan(var(4),17,41)),
...
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These numbers correspond to the surface forms (i.e., the s-forms or
terminal nodes at c-structure). They indicate the start and the end
of each of the arguments. In the next step, the script relates these
index numbers from the fspans to the surface forms. Index number
17, the starting position of the first argument var(4) in both option
A1 and A2 (cf. (7)), is associated with the start of the (first) deter-
miner der of the first NP [der Partner] shown in the fchart excerpt
in (8).
(8) cf(1,surfaceform(9,‘der’,17,20))
→ start of the first argument var(4) in both options

In choice A1, the span of the first argument var(4) is terminated with
the indexing number 28, which also indicates the end of the surface
form Partner in example (9). The first argument var(4) in choice A1
(but not A2) is thus the NP [der Partner].
(9) cf(1,surfaceform(11,‘Partner’,21,28))
→ end of the first argument var(4) in option A1 (subject in the
dative construction)

As shown in (10), the surface form of the determiner of the second NP
starts with index number 29. As seen in (7), this is also the start of the
second argument var(2) in choice A1.
(10) cf(1,surfaceform(13,‘der’,29,32))
→ start of second argument var(2) in option A1

Finally, the surface form Freundin ends with index number 41, the
terminating index number of the second argument (var(2)) of choice
A1, and of the first and only argument (var(4)) of choice A2.
(11) cf(1,surfaceform(15,‘Freundin’,33,41))
→ end of second argument var(2) in option A1 (object of the da-
tive)
→ end of first argument var(4) in option A2 (subject of the geni-
tive)

For choice A1, the second argument thus stretches from the begin-
ning of the second determiner (index 29, (10)) to the end of Freundin
(index 41, (11)): [der Freundin]. In contrast, the argument for choice
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A2 stretches all the way from the beginning of the first determiner
(index 17, (8)) to the end of Freundin: [der Partner der Freundin].

By going through the fchart step by step, following each of its
two choices A1 and A2, the script can pinpoint the position of the
ambiguity in the syntactic string. In this case, this is the position at
the end of the first NP [der Partner], where choice A1 concludes the
first argument, and choice A2 does not.

Since the edges of syntactic NPs are associated with PhP bound-
aries (as established with the production experiment in Section 2), the
algorithm now needs to check whether there is a PhP boundary after
the last syllable of Partner in the p-diagram created in the last sec-
tion. If this is the case, then choice A1 (the dative) should be selected,
because we would expect a PhP boundary to be present between the
two arguments. If there is no PhP boundary then choice A2 (the gen-
itive) is more likely because the single argument should not be ‘in-
terrupted’ by a PhP boundary. The selected option can be encoded in
the Prolog file by automatically rewriting the fchart section ‘Choices’
which originally contained both choices (see (5)). The following ex-
ample shows the ‘Choices’ section rewritten for choice A1 (i.e., the
dative).
(12) [

select(A1, 1)
]

In the last step, the main script starts an xlerc script containing the
command in (13) which reparses the altered fchart. Since only one
choice (A1) is given, the script only pays heed to the structures and
constraints associated with that choice and ignores the others, thus
effectively disambiguating syntactic structure by means of prosodic
information.
(13) read-prolog-chart-graph filename_new.pl

Figure 10 shows XLE’s c-structure output after the script reparsed the
disambiguated fchart.
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Figure 10:
A prosodically
disambiguated
dative c-structure

5EVALUATION

For the evaluation, the recordings described in Section 2 were used
to create a gold standard. Since spoken data has a lot of variation
(with statistical analyses mostly only capturing tendencies), the data
first needed to be sorted into representative and non-representative
recordings for each case condition. To this end, a perception study
was conducted in order to determine which of the recordings were
most likely to be interpreted as datives or genitives by listeners. The
motivation for this approach is to only evaluate the system on record-
ings that human listeners would be able to identify as well.
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5.1 Perception study

In an online perception experiment, 32 native German speakers were
asked to rate the 270 recordings from the production study described
in Section 2. For the experiment, the recordings were randomized and
assigned to different experimental lists. Each participant was asked
to listen to nine genitive and nine dative recordings, and to indicate
which meaning they thought was associated with the signal on a scale
from one to five. On the scale, 1 (and to a lesser degree 2) represented a
dative interpretation, 3 was considered ‘undecidable’, i.e., listeners did
not show a clear tendency towards the case condition, and 5 (and to a
lesser degree 4) represented the genitive interpretation. Each sentence
was rated by two or three listeners (depending on the list), resulting
in a total of 576 ratings. Only the sentences that were correctly rated
at least twice (i.e., where the case of the produced sentence matched
the case perceived by the listeners) were included in the gold standard
and used for the evaluation.

Although datives and genitives were evenly distributed in the pre-
sented material, listeners were much more likely to mark a recording
as dative. Figure 11 shows the distribution of listener responses over
all recordings. A non-parametric two-tailed Wilcoxon rank sum test
showed that the response values differed significantly from the ac-
tual case values (W = 35765, p < 0.01). Table 8 shows the 576 rat-
ing responses of the perception experiment where 32 listeners each
rated 18 (9 dative and 9 genitive) randomized recordings. The results
confirm that the mismatches between listener responses and actual
case values were particularly high for the genitive recordings. This

Figure 11:
Listener ratings of (equally distributed) dative

and genitive recordings
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Dative Genitive
Match 238 74
Mismatch 50 214

Table 8:
Matching and mismatching occurrences
between listener ratings
and actual case condition

mismatch is likely to be due to the general historic decline of the gen-
itive in comparison to the dative (see, e.g., Scott 2011; Pittner 2014).
As a consequence, the recordings that made up the gold standard were
imbalanced between the two case conditions: From the original 270
recordings, 78 were categorized by at least two listeners as dative
(1 or 2) and 17 as genitive (4 or 5). Note also that the recordings
of one of the 15 speakers that took part in the production experiment
described in Section 2 never received correct ratings by the partici-
pants of the perception study, i.e., this speaker did not use the prosodic
cues that were necessary for the listeners to disambiguate the syntac-
tic structure. For this reason, the following evaluation is only based
on the recordings from 14 speakers.

5.2Evaluation

In a next step, the gold standard recordings were semi-automatically
annotated with SAMPA syllables following the process described in
Section 4.1. Input to the system was a single wav-file with a corre-
sponding TextGrid containing one Tier with SAMPA syllables (as il-
lustrated in Figure 7). Each output by the system was checked for syn-
tactic disambiguation and the placement of a correct prosodic phrase
boundary in the target position in the p-diagram.

We present two types of evaluations. The ‘broad’ evaluation in-
cludes ratings that only show a tendency towards a particular inter-
pretation: If two listeners rated a recording with a 2 or if there were
mixed ratings (1 and 2), the recording was still classified as a dative
even though the choice of rating showed some insecurity. By contrast,
the ‘narrow’ evaluation only included recordings where all listeners
were confident of the interpretation, i.e., all of them uniformly rated
a dative with a 1 and a genitive with a 5. The reason for this distinction
will become clear below.
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5.2.1 Broad evaluation: results

The broad evaluation included 78 dative and 17 genitive recordings.
The system was able to correctly interpret 68 of the 95 cases (71.5%).
Figure 12 shows the results for each case condition and for both con-
ditions taken together. Table 9 shows the system’s performance mea-
sures for the broad evaluation. Since the data used for the broad eval-
uation still contained a level of insecurity (ratings 2 for a dative and 4
for a genitive), the evaluation was repeated including only the record-
ings where at least two speakers unanimously rated a dative as 1 or a
genitive as 5.

Figure 12:
Correctly and incorrectly labelled

input signals sorted by case condition;
broad evaluation

Table 9:
Precision, Recall, and F1-score

measures for the broad evaluation
Precision Recall F1-score

Dative 0.918 0.718 0.806
Genitive 0.353 0.706 0.471
Macro-average 0.636 0.714 0.639

5.2.2 Narrow evaluation: results

For the narrow evaluation, only recordings rated confidently as dative
or genitive (i.e., 1 or 5) by at least two listeners were used. This re-
sulted in 48 recordings for evaluation (38 dative, 10 genitive). The sys-
tem was able to correctly determine 79% of the input (see Figure 13),
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Figure 13:
Correctly and incorrectly labelled
input signals sorted by case condition;
narrow evaluation

Precision Recall F1-score
Dative 0.968 0.769 0.857
Genitive 0.471 0.889 0.616
Macro-average 0.72 0.829 0.737

Table 10:
Precision, Recall, and F1-score
measures for the narrow evaluation

i.e., the results are noticeably higher compared to the broad evalu-
ation where tendencies (2 and 4) were included as well. The better
performance of the system in the narrow evaluation is also reflected
in the performance measures in Table 10. Although these values are
promising, there are still a number of recordings which were correctly
identified by the listeners, but not by the system. The following sec-
tion discusses some additional findings and possible reasons for this
difference.

5.3Discussion

As discussed above in Section 5.1, the evaluation data is based on 14
out of 15 speakers who took part in the original production study,
as none of the recordings by speaker no. 15 were correctly rated by
the participants of the perception study. Furthermore, the data is very
imbalanced, which reflects a more general preference by speakers to
use the dative instead of the genitive in object constructions. However,
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Figure 14:
Results of the broad

evaluation of the dative
recordings sorted

by speaker and correctness
of the evaluation

as the system is not trained on corpus data, it is not affected by this
preference for the dative construction.

A closer look at the data reveals strong speaker variation as il-
lustrated in Figure 14, where the correct and incorrect evaluations for
the dative are displayed for each speaker separately. According to Fig-
ure 14, the speakers can be sorted into two categories: Speakers whose
recordings were rated correctly by both the system and the listeners
(blue), and those whose recordings were rated correctly by the listen-
ers, but not the system (orange). While there are five speakers with
both correct and incorrect system ratings, the speakers can still be
clearly associated with one of the two groups. In experimental terms
this means that there is a group of speakers who (predominantly) sig-
nal the dative by acoustic means which were not captured by the pro-
duction experiment described in Section 2; i.e., these speakers do not
use pitch movement, a pause, or duration as acoustic cues at the target
position between the two NPs. As a consequence, the system cannot
correctly distinguish between the two syntactic structures.

Since the experiment was designed specifically for this target po-
sition, it is at this point not possible to determine the strategy used by
this subgroup (this has to be left for future research).
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Figure 15:
Results of the narrow
evaluation of the dative
recordings sorted
by speaker and correctness
of the evaluation

Aswith the broad evaluation, speaker variation was clearly visible
in the narrow evaluation as well: Figure 15 shows a precise division
between two groups of speakers.14 The subgroup {j, i, h, g, d} does not
seem to use the acoustic cues to signal a prosodic boundary discussed
in Section 2 and can thus not be correctly classified by the system.

6CONCLUSION

This paper introduced a new end-to-end system, which takes a speech
signal annotated with syllables as input, extracts the different acous-
tic cues, calculates pitch accents and prosodic phrase boundaries, and
creates a representation of the data in form of a p-diagram. The in-
formation stored in the p-diagram is subsequently used by a compu-
tational LFG grammar to disambiguate the syntactically ambiguous
structures in the input.

The implementation enables the traditionally text-based compu-
tational LFG grammars to process spoken language and to integrate

14One has to keep in mind that the data itself is greatly reduced here, with
speakers h, g, d only contributing a single sentence.
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the speech signal information into the analysis of linguistic phenom-
ena, thus closing the gap between automatic speech recognition and
linguistically deep computational grammars. In addition to syntactic
and semantic analyses, the computational LFG grammars can now pro-
cess and interpret any phenomena indicated by prosodic constituency
or pitch accents. As such, they take a major step towards real auto-
matic speech understanding.

An initial evaluation of the German system showed promising re-
sults and gave interesting insights into speaker variation. Challenges
are manifold, and foremost is the problem that prosody is always gra-
dient and includes a lot of variation (within and between speakers,
but also within and between different language varieties, etc.). Syn-
tax and semantics, in contrast, are less prone to variation and mostly
rely on categorical information, which makes the communication be-
tween these modules and prosodic structure difficult. Nevertheless,
the system introduced in this paper proves that an integration of spo-
ken language into the existing computational grammars is possible and
desirable in order to allow for a complete end-to-end analysis between
form (the speech signal) and meaning (the semantic interpretation),
and for an automatic analysis of linguistic phenomena from all rele-
vant angles.
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