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ABSTRACT

This paper presents a subregular analysis of syntactic agreement pat-
terns modeled using command strings over Minimalist Grammar (MG)
dependency trees (Graf and Shafiei 2019), incorporating a novel MG
treatment of agreement. Phenomena of interest include relativized
minimality and its exceptions, direction of feature transmission, and
configurations involving chains of agreeing elements. Such patterns
are shown to fall within the class of tier-based strictly 2-local (TSL-2)
languages, which has previously been argued to subsume the majority
of long-distance syntactic phenomena, as well as those in phonology
and morphology (Graf 2022a). This characterization places a tight up-
per bound on the range of configurations that are predicted to occur
while providing parameters for variation which closely match the ob-
served typology.

INTRODUCTION

Linguistic patterns display tremendous variation, yet are also sub-
ject to strong structural constraints. For example, syntactic dependen-
cies are generally understood to follow the c-command relation (Rein-
hart 1981) and also to obey relativized minimality (Rizzi 1990). But
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this is not the full picture. In recent years, it has become increas-
ingly apparent that whatever mechanism underlies agreement must
be parameterized so as to make fine-grained distinctions regarding
which elements agree, for what features, and under what configura-
tions (Bobaljik 2008; Deal 2015; Keine 2019, a.0.). From a computa-
tional perspective, what is striking about the range of attested patterns
is that, under the appropriate representation, they largely fall within
the class of tier-based strictly local (TSL) languages, mirroring previ-
ous results on long-distance phonotactics (McMullin 2016), movement
(Graf 2022b) and case (Vu et al. 2019; Hanson 2023). The primary aim
of this paper is to demonstrate this.

The basic intuition behind a TSL pattern is that when the irrel-
evant elements are ignored, the pattern can be described using lo-
cal constraints on those that remain visible. To illustrate, consider
the standard Minimalist treatment of subject-verb agreement. Finite
T bears unvalued ¢-features which serve as a probe for agreement,
and the subject DP bears valued ¢-features which serve as a goal. The
probe must c-command the goal; additionally, the probe and goal may
occur at some distance from each other as long as no other ¢-bearing
element intervenes (i.e. it must obey relativized minimality). If we
take the chain of elements along the clausal spine below T and ignore
everything except for these elements, we obtain a string called a tier
projection. The relevant local constraint on the tier is that T must agree
with the immediately following D. This is schematized below:

(1) Ti¢1 ... Di¢1 ... D¢l Tr¢] ... Di¢] ... Dig]
1 | 1

Crucially, TSL is a restrictive class of formal languages. Aside from
the fact that it can relate elements at a distance, the space of patterns
that it can express is severely limited. This helps to explain why we see
the patterns that we do and no others. In fact, the range of linguistic
patterns which have been described as being TSL are overwhelmingly
TSL-2, meaning that all constraints can be stated within a window
of two elements on the tier. Here, I show that the parameters pro-
vided by the formalism - the set of elements which appear on the
tier and the local constraints on the tier — closely correspond to sev-
eral key dimensions of the formal typology of agreement, echoing pre-
vious results on movement (Graf 2022b) and long-distance harmony
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(McMullin and Hansson 2016). The parallel between syntactic agree-
ment and phonological harmony is particularly striking; this observa-
tion is not entirely new (cf. Nevins 2010), but the present perspective
brings it into unusually sharp focus. Overall, these results lend fur-
ther support to the idea that linguistic phenomena across domains are
united in the kinds of computations they are built upon (Graf 2022a).

In order to show that agreement patterns are TSL-2, I adopt a for-
malization based on Minimalist Grammars (MGs, Stabler 1997, 2011)
and command-strings (c-strings, Graf and Shafiei 2019), which are
paths through an MG dependency tree whose ordering corresponds
approximately to asymmetric c-command. In doing this, a novel ap-
proach to agreement is proposed, which utilizes “probe” and “goal”
features analogous to standard MG licensor and licensee features. In
addition to highlighting the parallel between syntax and phonology,
this model also allows us to cleanly separate phenomena which are
explained well by computational restrictions from those which derive
from other sources such as the tree geometry; the latter include the
c-command restriction as well as certain island constraints.

Similarly, some typological generalizations most likely derive
from extragrammatical factors, such as constraints on language ac-
quisition. While the formalism does not say anything about which
sets of elements may form a tier, it is natural to suppose that the
learner only considers elements which are obviously related. There
is evidence from phonotactic learning that this is indeed the case, as
participants in an artificial language experiment succeeded at learn-
ing long-distance dependencies involving only consonants or vowels,
but failed to learn those involving both (Newport and Aslin 2004).
Exceptions to this rule could occur when agreeing DPs differ from
non-agreeing DPs in a highly salient manner, such as bearing a spe-
cific case or undergoing movement, as discussed in detail here.

The remainder of this paper is structured as follows. In Section 2,
I provide an overview of the classification of linguistic patterns ac-
cording to their computational complexity, and introduce the for-
mal class TSL along with its subclass SL (strictly local). Section 3
develops a formal model which allows agreement patterns to be ana-
lyzed using TSL-2 constraints over c-strings, and presents an analysis
of subject-verb agreement. In Section 4, I show that a wide variety
of agreement patterns across languages are just slight variations of the
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basic TSL-2 pattern. Section 5 concludes, with a discussion of some
open questions.

COMPUTATIONAL COMPLEXITY

In this section, we review some concepts from formal language theory
which are crucial to the TSL analysis of linguistic patterns. I start with
the motivation for modeling syntactic dependencies with subregular
constraints over trees (Section 2.1). From there, I provide definitions
and examples of SL (Section 2.2) and TSL (and Section 2.3), the two
classes most relevant to local and long-distance linguistic syntactic
patterns, followed by a brief discussion of multi-TSL grammars, which
represent the intersection of multiple (T)SL constraints (Section 2.4).

String languages and tree languages

Formal languages are sets of objects, traditionally strings, which can
be used to model linguistic patterns. We can categorize the complex-
ity of formal languages in terms of the kinds of patterns they are able
to represent — more complex classes of languages can encode a wider
range of patterns. Generally speaking, more complex classes also re-
quire more powerful machinery both to learn and process. String lan-
guages (or stringsets) are commonly used to model the computational
complexity of phonological and morphological patterns, but for syn-
tax tree languages (or treesets) are more insightful. While the reasons
for this are intuitive to syntacticians, we can also motivate this repre-
sentational choice from a purely formal perspective.

The Chomsky Hierarchy (Chomsky 1959), shown in Figure 1, out-
lines the major classes of string languages.' Phonological and mor-

I Many details are omitted from this figure for simplicity. For example, syntax
does not seem to require the full power of the context-sensitive languages, but
rather some mildly context-sensitive subclass (Joshi 1985). Furthermore, only the
Swiss German data in Shieber 1985 is not context-free on the surface, unlike
the earlier Dutch data in Huybregts 1976, 1984. However, Bresnan et al. (1982)
argue that when considering the structures assigned to sentences by the grammar,
Dutch is also not context-free. Thus, the importance of structures emphasized in
this section has a long history.
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Recursively Enumerable Cross-serial dependencies

(Huybregts 1984; Shieber 1985)

Context-Sensitive .
° Center embedding

(Chomsky 1957)

Most of phonology and mor-
phology (Kaplan and Kay 1994;
Roark and Sproat 2007)

phological patterns almost exclusively lie within the class of regular
languages, while many syntactic patterns (analyzed as surface strings)
are context-free, and some are context-sensitive. While useful in many
respects, this characterization also obscures the formal similarities be-
tween phonology and morphology on the one hand, and syntax on the
other. The classification of syntax is particularly problematic, for there
are many types of regular patterns which are not attested in any mod-
ule of grammar, including syntax.

In recent years a more fine-grained view has emerged. We can de-
compose the regular languages of the Chomsky Hierarchy into many
smaller classes of subregular languages. A relevant subset of the re-
sulting Subregular Hierarchy is shown in Figure 2. Many of these
classes have been known for some time (Schiitzenberger 1965; Mc-
Naughton and Papert 1971; Simon 1975), but their significance for
language cognition has only been recognized more recently (Rogers
et al. 2013; Heinz 2018; Graf 2022a). It is now conjectured that all

Regular Figure 2:

Figure 1:

The original
Chomsky
Hierarchy
(Chomsky 1959),
showing the
categorization
of important
linguistic
patterns

when modeled
as surface strings

‘ The (simplified) Subregular Hierarchy, adapted

NC
_— \
LTT

‘ MTSL
LT TLL PT equivalents of SL and TSL
| |
SL < SP
Finite
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linguistic patterns lie within the subregular region: phonological and
morphological patterns are subregular string languages, while syntac-
tic patterns fall in the tree-based equivalents of these classes. This has
been termed the cognitive parallelism hypothesis by Graf (2022a).

Following recent work, I pursue the specific hypothesis that lo-
cal dependencies fall within the strictly local (SL) languages, while
long-distance dependencies are tier-based strictly local (TSL), which is
a proper superclass of SL. Within syntax, the former includes selection
(Graf 2018) and functional hierarchies (Hanson 2024a), while the lat-
ter includes movement (Graf 2018, 2022b) and case (Vu et al. 2019;
Hanson 2023). Adding to this, I argue that agreement is also TSL.

If this is correct, then we have an explanation for why linguisti-
cally preposterous constraints along the lines of “a sentence may not
contain both a verb and an adjective unless it also contains at least one
quantifier” and “a word must not include both a consonant cluster and
vowel hiatus” do not exist: such constraints are LT (locally testable),
but not TSL, and therefore not of the variety handled by the compu-
tational machinery underlying language. Similarly non-existent pat-
terns include “a sentence must contain between two and four adverbs”,
which is LTT (locally threshold testable), “a word must obey conso-
nant harmony or vowel harmony, but need not obey both”, which is
NC (non-counting, a.k.a. star-free), and “the number of prepositions in
a sentence must be a multiple of three”, which is properly regular. In
addition, TSL languages can be learned in polynomial time and data
(Jardine and McMullin 2017; Lambert 2021), and in stark contrast to
the classes just mentioned, with low memory requirements (Lambert
et al. 2021). As a consequence, the typological facts that we attribute
to computational complexity might ultimately be grounded in consid-
erations of efficient learnability (ibid.).

Note that while some linguistic patterns do in fact go beyond TSL,
only a few have been noticed in the literature so far, and crucially,
none occur in the data examined here.? Furthermore, as discussed in
detail in Section 4, the typology of agreement patterns fits very closely

2Known examples include Samala sibilant harmony, Uyghur backness har-
mony, and Sanskrit n-retroflexion. All of these can be modeled with a set of
extensions to TSL known collectively as structure-sensitive TSL (cf. De Santo and
Graf 2019; Mayer and Major 2018; Graf and Mayer 2018).
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to what we predict based on the expressive capabilities of TSL with a
size two window. Because of this, I describe only SL and TSL in detail.

Strictly local languages

Each class of subregular languages has several equivalent characteri-
zations. Here, I present definitions using forbidden factors — which for
our purposes may be either substrings (as in SL) or substrings on a
tier (as in TSL) — adapted from Mayer 2021. For illustration, I draw
on examples from phonotactics.

In what follows, S™ and S* denote all strings over set S of length
n and of any finite length, respectively. Also, s* denotes the string
consisting of k repetitions of s. 2 denotes a finite set of symbols called
the alphabet, and a string language is a subset of ¥*.

Intuitively, a SL grammar is just a finite set of forbidden substrings
of some fixed length, and the corresponding SL language is the set of
all strings that do not contain any forbidden substrings.* We formalize
this intuition as follows. X and x are the edge markers, which are added
to a string so that the beginning, middle, and end can be modeled
uniformly. Next, the k-factors of a string w, denoted f; (w), are the set
of length-k substrings of x*"1wx* =1, For example, the 2-factors of the
string abcabc are {Xa, ab, bc, ca, cx }; the string abcabcabc also contains
the same 2-factors. A grammar containing the 2-factor ab would rule
out both of these strings, along with many others.

DEFINITION 1 A strictly k-local (SL-k) grammar is a finite set G C
(Zu{x,xPk. A language L C ©* is SL-k iff there exists a SL-k grammar
G such that

L={wex: filw)nG =0}
A language is SL iff it is SL-k for some k > 1.

SL grammars correspond to categorical k-gram models, and ex-
press what a linguist would identify as local constraints. As a sim-
ple example, consider a natural language which exhibits CV syllable

8 Equivalently, we can define a SL grammar as a set of permissible substrings.
Converting between these two formulations is trivial, assuming that all substrings
in the grammar have the same length and that wellformedness is categorical.
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structure with an optional word-final consonant. We can model this
pattern as a SL language consisting of strings of the symbols C and V,
as summarized in (2). Licit words in this language include CV, CVC,
and CVCV, but not VC, CVV, or CVCCV. The forbidden substrings for
this language are {xV, VV, CC}, making it SL-2. The licit word XCVCx
contains the substrings {xC, VC, VC, Cx}, none of which are forbid-
den. On the other hand, the illicit word XVCX contains {xV, VC, Cx},
of which xV is forbidden.

(2) Example SL-2 pattern: CV syllable structure, optional final C
- ¥ ={CV}
c k=2
« G = {xV,VV, CC}
+ Licit words: XCVX, XCVCX, XCVCV, XCVCVCK, ...
+ Illicit words: XV, XVCKX, XCVVX, XCVCCVK, ...

Note that SL. grammars cannot relate two symbols that do not
occur within the same k-factor, nor can they count occurrences of
k-factors; if two strings contain the same set of k-factors, they are in-
distinguishable. These restrictions distinguish SL (and TSL) from more
powerful classes in the subregular hierarchy. Note also that a gram-
mar which enforces this abstract constraint using separate symbols
for each distinct consonant and vowel, while considerably larger, is no
more complex in the relevant sense.

Tier-based strictly local languages

A TSL language is much like a SL language except that the forbidden
factors are substrings on a tier, allowing a limited type of long-distance
dependency to be expressed (Heinz et al. 2011; Lambert and Rogers
2020). Any symbol not appearing on the tier is ignored completely and
the remainder are treated as adjacent; a SL language is the special case
of TSL where every symbol appears on the tier. Note that while this
notion of a tier was inspired by autosegmental phonology (Goldsmith
1976), it is conceptually distinct, as the tier elements are just a special
subset of the elements of the full structure. Lambert (2023) uses the
term relativized adjacency to describe the type of relativized locality
encapsulated by a tier in this sense.
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Formally, in addition to the alphabet X, there is also a tier alpha-
bet T, and every string w is associated with a tier projection, denoted
PROJ7(w), in which all symbols not in T are removed. A string is in
the language iff its tier projection contains no forbidden k-factors.

DEFINITION 2 A tier-based strictly k-local (TSL-k) grammar is a
tuple (T,G) where T C % and G C (T U {x, x}). A language L is TSL-k
iff there exists a TSL-k grammar such that

L={wex*: fi(PrOJ;(W)) NG = 0}
A language is TSL if it is TSL-k for some k > 1.

For our next example, consider a language with (symmetric) sibi-
lant harmony, a TSL-2 pattern, as shown in (3). Licit words in such a
language include ‘saksa’ and ‘fakfa’, but not ‘sak{a’ or ‘faksa’. In this
case, the tier alphabet contains only the sibilant consonants {s, {}. Mis-
matched sibilants are forbidden on the tier, ruling out any strings that
do not obey harmony. For example, the illicit word ‘sakf{a’ has the tier
projection xs{x, which contains the forbidden substring sf.

(3) Example TSL-2 pattern: Sibilant harmony

« X = {aks,f}
e k=2

« T ={sf}

« G = {sf,fs}

 Licit words: asa, afa, saksa, f{ak{a, ...
« Illicit words: safa, fasa, sakfa, faksa, ...

While the pattern just described is also in the class SP (strictly
piecewise, Rogers et al. 2010), and some harmony patterns are SL
with a suitably large k-value, only TSL-2 subsumes both types as well
as long-distance harmony with blocking (cf. McMullin and Hansson
2016). The latter type is particularly pervasive in syntax, making TSL-
2 the prime candidate for the maximally restrictive classification of
long-distance syntactic patterns.

Multi-tier grammars

The reader may have noticed that in (3) there is nothing preventing
the generation of absurd words such as skskaaakkk. To obtain a full
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model, we must intersect the subregular languages representing iso-
lated patterns like those above to produce one that obeys all of them.

The intersection of several TSL languages is known as a multi-TSL,
or MTSL language (De Santo and Graf 2019). In general, a realistic de-
scription of any natural language is necessarily (at least) MTSL due to
the existence of both local and long-distance dependencies. Further-
more, it is empirically well-established that long-distance dependen-
cies such as EPP movement, wh-movement, ¢-agreement are subject
to different locality constraints (cf. Keine 2019). Thus, when we say
that long-distance dependencies are in general TSL, this should be in-
terpreted to mean that each individual dependency is TSL.

This raises the question of what exactly constitutes an inde-
pendent linguistic dependency. For example, the analysis of case in
Japanese by Hanson (2023) includes three tiers, and is therefore tech-
nically MTSL. The same situation is likely to arise in agreement pat-
terns in which a single predicate agrees with multiple noun phrases
simultaneously, such as those analyzed by Béjar and Rezac (2009)
and Nevins (2011). It seems plausible that such patterns can likewise
be decomposed into a set of intersecting constraints, each of which is
TSL. However, it could be the case that interactions other than inter-
section are needed, in which case the full pattern is not MTSL. Due
to the complexity of the data, a proper investigation of this issue is
beyond the scope of the present article, which focuses exclusively on
“individual” dependencies.

A TSL MODEL OF AGREEMENT

In this section, we extend TSL languages to trees in order to model
agreement. Following recent work (Graf and Shafiei 2019; Graf 2022b;
Hanson 2023), I use Minimalist Grammar dependency trees (Sections
3.1 and 3.2) for the tree language. To date, there are two ways in
which TSL languages have been generalized to trees. Here, I develop
a model based on command strings (Section 3.3), and show how the
model can be applied to agreement (Section 3.4).
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Minimalist Grammars

Minimalist Grammars (MGs, Stabler 1997, 2011) are a formalization
of ideas from Chomsky’s (1995) Minimalist Program. Standard MGs
contain just two operations: Merge and Move (we will add agreement
later). The grammar of a language is just a lexicon of syntactic heads
annotated with features to guide these operations.

The features for each operation come in two polarities, which I
notate +F and —F. For Merge, these are selector and category features,
whose meanings are intuitive. For example, transitive v has selector
features +V and +D, since it selects a VP complement and a DP spec-
ifier, and a category feature —v. Since these features play no direct
role in this paper and can be inferred from context, I omit them in
all derivations. Additionally, I will continue to refer to categories as
V/D/C, etc., even though they are technically —V/—D/—C. For Move,
we have licensor features, which mark the landing site of movement,
and licensee features, which mark the mover. For example, finite T
carries +EPP, and the DP which moves to its specifier carries —EPP.*

It is important to note that MG features are just diacritics which
describe what happens in the derivation. In a language with single
wh-movement, for example, only the highest wh-element bears —Wh
since it is the one that must move. Placing —Wh on every wh-element is
tantamount to saying that all of them move; indeed, this is what Graf
and Kostyszyn (2021) do in their model of multiple wh-movement.

MGs can be used to generate syntactic structures in several ways.
The standard approach is to generate a language of derivation trees,
which show the order of Merge and Move steps. The derivation tree
is then mapped to a phrase structure tree by executing all movements
and inserting X’-style labels. It is the derivation tree language which is
our focus, as this is where syntactic dependencies are formed. The con-
straints on the mapping to the derived tree are also a topic of current

#In Stabler’s original notation selector/category/licensor/licensee features
are notated =f/f/+£f/-£. In Graf 2018 and related work they are F*/F~/£*/f".
I selected the present notation in part because the addition of agreement features
in Section 3.4 produces a six-way distinction. For our purposes it is unlikely that
Merge/Move/Agree features will be misinterpreted, so a binary split is sufficient.
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Figure 3:

Phrase structure
tree and
dependency tree
for “The cat
chases the rats”.
Nodes appearing
only in the
phrase structure
tree are

grayed out
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research; see Graf 2023 for a subregular model which handles place-
ment of moved elements in the correct position.

Dependency trees

The specific kind of derivation tree we will use is a dependency tree.
This representation is especially compact while providing all necessary
information about the derivation, namely what elements merged with
what, and what their features are.>

An example phrase structure tree and the corresponding depen-
dency tree for the sentence “The cat chases the rats” are shown in
Figure 3. Every node in the dependency tree is a feature-annotated

TP
/\
DP T T[+EPP]
T N \
ther—epp1  cat Tr+epp1 VP %
/\ /\
DP v — ther-epp]  chases
T PN \ \
ther-epp1 cat v VP cat the
N \
chases DP rats
PN
the rats

lexical item, but as mentioned above I omit all selector and category
features for brevity. The daughters of a node are the heads of its ar-
guments, ordered from right to left in order of first merge. Thus, the
rightmost daughter is the complement and any others are specifiers.
For example, the left daughter of v is the determiner heading its speci-
fier, while the right daughter is the verb chases, which heads the com-
plement. Additionally, all nodes in the dependency tree appear in base

5These MG dependency trees first appear in Graf and Shafiei 2019 and are
formally defined in Graf and Kostyszyn 2021. However, the use of dependency
structures in MG has extensive precedent. The earliest use seems to be Kobele
2002, and the system in Kobele 2012 is essentially identical to that used here.
Also see Boston et al. 2010, who use MGs to derive surface dependency trees.
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position only. In the present example, this applies to the subject, which
undergoes EPP movement to Spec-TP.

Our goal is to show that the set of licit feature configurations
conforms to a TSL grammar over dependency trees. There are several
ways in which this can be done. Graf (2018) defines a direct analog of
string TSL: the tiers are trees, and the constraints restrict the string of
daughters of each node on the tier. Graf and Shafiei (2019) propose
an alternative in which we extract paths through the derivation tree
along which syntactic dependencies occur and enforce constraints on
the resulting string language. I adopt a modified version of the latter
approach, as described below.

As a final note, although elements appear only in their base po-
sition in the dependency tree, it is often nonetheless possible to han-
dle interactions with movement just by inspecting the features of the
moving elements. For example, differential object marking in many
languages can be analyzed as being fed by movement out of VP, as in
the analysis of Sakha by Baker and Vinokurova (2010). In this case,
presence or absence of a particular licensee feature on the D head of
the object is enough to determine if it should be marked. This method
will not work when it is crucial to know the exact landing site, but it
will work whenever we just need to know whether or not a phrase has
moved at all and perhaps also the type of movement, as is true of the
patterns examined in this paper.

Command strings and spines

The specific model I utilize in this paper, building upon ideas in Graf
and De Santo 2019, splits each tree into a set of strings, which rep-
resent the complement spine of the tree and each complex left branch.
But first, let us overview the basics of command strings (c-strings) as
introduced by Graf and Shafiei (2019).

The c-string of a node is the path to that node from the root which
includes its left siblings, its ancestors, and the left siblings of its an-
cestors, with both sibling and ancestor order preserved. Put another
way, every path from the root made by tracing the first-daughter and
left-sister relations is a c-string. This is schematized on the left side of
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Figure 4: A T
Left: a c-string follows the mother-of relation — R (‘ \
to the first daughter (filled arrow) and the B C v
left-sister relation (open arrow). The mother-of N PN N
relation to non-first daughters (dotted lines) is D—E F—G the\ chases
not used. Right: c-string for rats in the sentence T R
H I J—»K L cat the”

‘The cat chases the rats’ (blue dashed lines) B

\

rats ’

Figure 4. As a concrete example, the c-string for rats in our running ex-
ample sentence is T[+EpP] - v - the[-EPP] - chases - the - rats, as illustrated
on the right side of the same figure.

A formal definition is given below. This definition is identical to
that given by Graf and Shafiei except that the ordering is from root to
target node rather than the reverse. This allows c-strings to be read
more easily, but is otherwise inconsequential since TSL string lan-
guages are closed under reversal, as are many other subregular classes.

DEFINITION 3 Let T be a tree such that node m has the daughters
dq,...,d;,...,d, with n = 0. The immediate c-string ics(d;) of d; is
the string d, - - - d;. For every node n of T, its c-string cs(n) is recursively
defined as follows, where - indicates string concatenation:

) n if n is the root of T
cs(n) :=
cs(m)-ics(n) if mis n’s mother

The ordering relation encoded by a c-string, which Graf and
Shafiei call d(erivational)-command, reflects the hierarchical order of
maximal projections in the phrase structure tree, or alternatively, the
order in which category features are checked. It can be thought of
as a hybrid of asymmetric c-command, since the complement is com-
manded by both its head and the specifier, and m-command (Aoun
and Sportiche 1982), since the head commands the specifier rather
than the other way around. For example, T d-commands its comple-
ment v, which in turn d-commands V; in addition, v d-commands the D
which heads its specifier. Also notice that, since d-command is defined
in terms of the dependency tree, it avoids unnecessary complications
related to X’ projections and their labels. For example, it rarely mat-
ters whether the head of XP commands its specifier or the other way
around, but the maximal projection should certainly be considered
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T Figure 5:
/
ol Tree and two spines for the sentence “[That he was
==V not hungry] convinced us [that he ate the cookies]”.
4 /\ . . .
Ehat convinced The subject clause begins a new spine (green dotted),
. while the complement clause shares a spine
A /
T us~_that with the main clause (blue dashed)
« (.
not ,T ’
ol P
was v
y T~ '/ P

he _hungry he _ate

‘ \
\
,the”
.
cookies

superior to the specifier. D-command provides the latter, as desired.
In the end, this allows us to enforce both traditional c-command-based
constraints, such as reflexive licensing, as well as containment-based
constraints, such as islands, in a simple and unified manner.

Now, Graf and Shafiei are concerned primarily with licensing of
individual nodes; for them, wellformedness of a dependency tree re-
quires (among other things) that all c-strings are well-formed.® In
this paper, I utilize just the c-string which traces the complement spine
(henceforth spine) of the tree, plus the partial c-strings which trace
the spine of some complex left branch. Figure 5 gives an example
with two spines: [That he was not hungry] convinced us [that he ate
the cookies]. The complement clause is part of the main spine (T:v
-that - convinced - us- that- T-v - he - ate - the - cookies), while the sub-
ject clause constitutes its own spine (that-T-not-was-he-hungry).
Notice that each node appears in at most two spines: those which head
a complex left branch appear in both the spine of that branch and in
the containing spine. In the present example, this applies to that in
that he was not hungry.

From now on, I will refer to the (partial) c-strings tracing spines as
spinal c-strings, and all of our TSL grammars will apply to these strings.
This will allow us to model pairwise dependencies such as agreement

6 As will be discussed momentarily, not all syntactic constraints can be mod-
eled with c-strings. For example, as a reviewer remarks, they cannot enforce the
SMC of standard MGs; see Graf and Kostyszyn 2021 for a TSL treatment.
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in manner which is highly intuitive and which closely parallels the
treatment of phonological harmony discussed previously. However,
there is an extra benefit to making this shift. As discussed by Graf and
De Santo (2019), syntactic dependencies tend not to occur between
a head and an element deeply embedded in some adjunct or speci-
fier. For example, movement out of adjuncts and specifiers is often
degraded (these are the well-known adjunct island and specifier island
constraints), while movement out of complements is unremarkable.
Similarly, finite T usually agrees with a DP in the same spine, perhaps
embedded in a complement clause, but not one which is embedded
in a subject clause. As a consequence, by applying our grammars to
spinal c-strings, we effectively enforce these constraints as well.
There are, of course, numerous exceptions to this generaliza-
tion, such as reflexive licensing (in which information must be passed
down all paths) and parasitic gaps (which cannot be handled with
c-strings at all). Additionally, since c-strings conflate ancestors and c-
commanders, there are situations where constraints which should only
affect one type of blocker are incorrectly applied to both; only contain-
ing phrases should induce island effects, for instance. Enriching the
c-string representation to indicate whether the path has just entered a
specifier/complement/adjunct, as in Graf and De Santo 2019, would
allow some of these complications to be handled directly. However,
tackling such issues here would take us too far afield, so I leave the
development of a more complete model for future research.

Constraining agreement

Having established how to obtain a spinal c-string from a dependency
tree, we are almost ready to show how TSL constraints on these strings
can be used to model syntactic agreement. But first, recall that stan-
dard MGs have no agreement operation; we now add one.

As mentioned in the introduction, I assume agreement to involve
two types of features: unvalued features, which receive their value dur-
ing the derivation and valued features, which enter the derivation with
their value; I will refer to a node with unvalued features as a probe,
and the node which provides its value as a goal. Accordingly, I define
a notation for agreement probes and goals parallel to the movement

[ 58 1]



Tier-based strict locality and the typology of agreement
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features of standard MGs. For each agreement feature F, +F denotes
a probe and —F denotes a goal. In the case of subject-verb agreement,
T bears +¢ and the D head that it agrees with bears —¢.” To be clear,
this does not mean that other heads do not bear ¢-features in the the-
oretical sense, only that they do not serve as the goal of agreement in
the current derivation. This is analogous to the MG treatment of move-
ment: a potential EPP mover (or wh-mover, etc.) does not necessarily
bear —EPP (or —Wh), only actual movers do.®

Now, we restrict the set of English dependency trees to just those
with well-formed agreement feature configurations. We continue with
our running example, illustrated in Figure 6. Our goal is to ensure that
the +¢ feature on T is paired with a —¢ feature on the closest visi-
ble DP in its c-command domain, which is normally the verbal sub-
ject. To do this, we extract the (main) spinal c-string and project a
tier which includes all elements which are potential bearers of +¢,
that is, all D heads and finite T heads. In addition, we project C since
agreement cannot cross a finite or non-finite CP boundary, nor can it
skip a CP subject and agree with a DP object (this will be discussed in
detail momentarily). On the tier, we require that every element bear-
ing +¢ be immediately followed by one bearing —¢, and that every
element bearing —¢ be immediately preceded by one bearing +¢. In

7 Following common practice, I abbreviate the bundle of ¢-features as a sin-
gle feature when they act together, as is true of the examples in this paper.

8 An exploration of alternative feature systems, such as the four-way split
in Pesetsky and Torrego 2007, is beyond the scope of this paper. Upon initial
consideration, it seems unlikely that there will be any major formal differences.
In fact, as a reviewer notes, just a single undifferentiated ¢ diacritic would be
sufficient for the patterns studied here.
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the current structure, this constraint is satisfied: our tier consists of T
followed by two D heads, and the only probe and goal are adjacent.

Next, we consider some ways in which this constraint could be
violated, which correspond to the banned substrings in the TSL gram-
mar. For comparison, the licit example from Figure 6 is repeated
in (4a). (For simplicity, I swap out most lexical items for their cate-
gories when writing out c-strings and their tiers, and also omit move-
ment features when not relevant.) First, it is not possible for T to agree
with any DP other than the closest. For example, it cannot bypass the
subject in favor of agreement with the object, as in (4b). In such a
structure, the subject D head intervenes on the tier, violating both
clauses of our constraint. Formally, we say that the tier substrings
Tr+¢1-D and D-Di—¢1 are illicit. Similarly, agreement with the ob-
ject in (4c) is impossible because the subject C head intervenes, even
though by hypothesis it cannot agree. Finally, agreement into CP is
impossible (4d), though agreement into non-finite TP is possible; see
(6) below.®

(4) Licit and illicit subject-verb agreement configurations

a. Subject agreement (v")
« Sentence: The cat chases the rats.
+ C-string: Ti+¢1-v-Dr—¢1-V-D-N
+ ¢-agreement tier: T[+¢]-D(—¢1-D
 Constraints violated: n/a
b. Object agreement across DP (X)
+ Sentence: The cat chase the rats.
* C-string: T+¢1:-v-D-V-D[—¢1-N
+ ¢-agreement tier: T[+¢]-D-Di—¢]
+ Constraints violated: T[+¢1-D, D - D[—¢]
c. Object agreement across CP (X)
* Sentence: [cp That he plays the bassoon] impress us.
» C-string: Tr+¢1-v-C-V-D[—¢]
+ ¢-agreement tier: T[+¢]-C-D[—¢1-
+ Constraints violated: T[+¢1-C, C-D[—¢]

21 use a non-finite embedded clause in this example to avoid a confound with
finite clauses, which is that finite embedded T intervenes even if C is invisible.
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d. Agreement into non-finite CP (X)
* Sentence: It are possible [cp for rats to have fleas.]
» C-string: T[+¢1-be-A-C-to-v-D[—¢1-V-D-N
+ ¢-agreement tier: T[+¢]-C-D[—¢1-D
 Constraints violated: T[+¢1:C, C-D[—¢]

Some readers may be wondering about the treatment of C as an
arbitrary blocker. Admittedly, English is not an ideal example of this
since there are alternative analyses available in most cases. For exam-
ple, we could posit that CPs do agree, but that this agreement is always
singular. At the same time, it is descriptively true that ¢-agreement
is blocked whenever a CP intervenes. This aligns with the behavior
of EPP movement, but contrasts sharply with wh-movement, in which
declarative C does not interfere. As discussed by Keine (2019), opaque-
ness of a given type of phrase must be relativized to individual de-
pendencies, even in theories which include successively cyclic move-
ment and/or phases. The blockers for specific dependencies such as
¢-agreement also vary across languages. This issue will be explored
further in Section 4.1.

Two remaining ways our constraint could be violated include tiers
which contain two probes or two goals in sequence, that is, those that
contain substrings such as T[+¢1: Tl+¢] or D[—¢] -Dr—¢1.10 Putting all
of this together, we arrive at the (informal) TSL-2 grammar shown
in (5) below. Here, I introduce several additional notational short-
cuts. We are already using T/D/C as a stand-in for any item of the
relevant category; in addition, X will be used as a placeholder for an
element of any category. Next, when a category is followed by a list
of features in square brackets, this denotes an element bearing exactly
those features, while X with no brackets denotes an element with no
relevant features (in this case, +¢). It is understood that the tier al-
phabet should be compiled out to all of the matching symbols in the
MG lexicon, and likewise for the banned substrings on the tier. Note
that the alphabet X contains all elements in the MG lexicon; this never
varies for a given language, so I omit it from all grammar definitions.

107t is difficult to think of a context in English where we could find two probes
not separated by a CP boundary, but since any DP can bear —¢, a sequence of
two goals could potentially occur in any transitive clause.
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(5) ¢-agreement tier for English
+ Project: all finite T, all D, all C

Xi+¢1 - X[+¢1, Xi[—¢1:X[—¢1,
» Constraints: X+¢1 X, X-X[-¢1,
X[+41 - X, X - X[-¢]

The overall analysis is extremely similar to the analysis of move-
ment in Graf 2022b. The primary difference is that because we are
using c-strings, we are able to handle relativized minimality in full
generality; with tree tiers, only blocking by containing elements can
be handled correctly. Another notable characteristic of the model is
that domain-based and intervention-based blocking are treated uni-
formly, as exemplified by our treatment of intervention by C.

These, of course, are the simple cases; even in English, there are
situations when the correlation between subject-hood and agreement
comes apart. This happens in existential sentences like (6). For what-
ever reason, existential there seems to be invisible for agreement. As-
suming it to be absent from the ¢-agreement tier, long-distance agree-
ment with the embedded subject follows, as the latter is adjacent on
the tier just like a canonical subject. ! In addition, long-distance agree-
ment across there is optional for many, if not most English speakers,
an issue which we will revisit in Section 4.4.

(6) Long-distance agreement in existential sentences

« Sentence: There seem [rp to be [p..qp SOme squirrels in
the attic]].

» C-string: T[+EPP,+¢] - V- Seem - to - be - there[—EpP] - Pred -
Di—-¢1-P-D-N

+ ¢-agreement tier: T[+¢]-D[-¢1-D

+ Constraints violated: n/a

At this point, I should mention an alternative model, which is to
posit that all lexical items enter the derivation with concrete feature
values (1sG/1pL/etc.), and the TSL grammar checks that they match

111 assume that there originates in Spec-vP of specific verbs including be; see
Deal 2009 for arguments in favor of this analysis. I also assume that the comple-
ment of be is a PredP, though nothing crucial hinges on this.
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in configurations where agreement applies. In this case, the tier con-
straints for subject-verb agreement would require finite T to bear the
same set of valued ¢-features as the following D node. This is analo-
gous to the treatment of phonological harmony in Section 2.3, and is
also similar to the checking model of agreement in early Minimalism.
I believe there is value in such an approach, but the present system
more clearly highlights the structural configurations of the agreeing
heads, which are the primary focus of this paper.

There is also an existing version of MG which handles agreement
(Ermolaeva 2018; Ermolaeva and Kobele 2022, 2023). In this sys-
tem, agreement occurs via dependencies created by Merge and Move,
and is restricted through subdiacritics on the relevant MG features on
nodes along dependency paths. This is analogous to using c-strings
obtained from multidominance trees, an intriguing possibility which
merits future exploration. One disadvantage of the model is that long-
distance agreement requires either covert movement or passing of fea-
tures along unbounded selectional chains in the absence of any mor-
phological realization. The former, assuming covert movement to af-
fect scope, contradicts recent empirical findings, including the famous
Tsez data (Polinsky and Potsdam 2001). The latter is problematic from
a subregular perspective, since arbitrarily complex selectional features
can simulate any regular tree constraint (cf. Rogers 1997; Graf 2013).

There are yet other reasons to assume agreement to be indepen-
dent from movement. First and foremost, it would be be method-
ologically backwards to do otherwise, given that we are trying to
establish their formal properties in the first place. Also, even if the
claim that both phenomena are TSL-2 is upheld, this does not im-
ply that they must be unified in the grammar; instead, each can be
seen as an independent manifestation of the same underlying com-
putational resources (cf. Graf 2022a). Likewise, I assume case to be
assigned/licensed independently; see Hanson 2023 for a subregular
approach to case that uses MG dependency trees. In summary, I treat
agreement, movement, and case dependencies as being essentially au-
tonomous, though they may interact when one tier grammar makes
reference to features that are themselves regulated by another tier.
Multiple examples of this sort appear in the following section, in which
I survey a wide variety of agreement patterns from the syntactic liter-
ature and show that they are all TSL-2.
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THE TYPOLOGY OF AGREEMENT

Graf (2022b) showed how the space of parameters made available by
a TSL-2 grammar closely matches the attested variation in movement
patterns across languages. Here, I do the same for ¢ -agreement. We
begin with examples of variation in the set of elements which are pro-
jected on the tier, which together with their features controls the set
of agreeing, invisible, and blocking elements (Section 4.1). In addi-
tion, TSL-2 also permits variation in directionality (Section 4.2), as
well as seemingly complex configurations in which multiple probes
share a single goal (Section 4.3) or a single probe interacts with mul-
tiple goals (Section 4.4). The section closes by revisiting the power of
TSL-2 and its alignment with the observed typology (Section 4.5).

An overview of these parameters of the grammar and the corre-
sponding agreement patterns is given in Table 1; the full set of patterns
treated in this paper is summarized in Table 2 at the end of this sec-
tion. The existence of such patterns is hardly a mystery, but rather to
be expected if agreement is TSL-2. We do not expect every logically
possible pattern to be attested since, as discussed briefly in the intro-
duction, there are other factors influencing typology, including but
not limited to constraints on acquisition and diachronic development.
But we do expect to find a reasonably diverse subset of the patterns
made possible by the computational system, and this is certainly the
case for agreement.

Tier projection Tier constraints Phenomenon
Strict matching
‘ n T
a. All £¢ elements of +¢/—¢ Minimality
Some D heads . R
b. do not project (as in (a)) Invisibility
S i .
. DOMENOM-ABIECNg o cin (a) Blocking

items also project

d. (asin(a)) Swap order of +¢/—¢  Upward agreement

(as in (a))

(as in (a))

Allow sequential +¢
Allow sequential —¢

Chain agreement

Multiple agreement
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It is not possible to conduct an exhaustive survey here, so I have
chosen to focus on two major themes — case-sensitive agreement and
complementizer agreement — in order to show both that the same for-
mal patterns occur across agreement phenomena and that various pat-
terns are attested within a single phenomenon. In particular, I do not
treat any patterns in which subfeatures of ¢ act independently; while
clearly important, in principle these involve multiple tiers and are
therefore beyond the scope of this paper. Similarly, I do not provide a
detailed analysis of patterns in which a single predicate overtly agrees
with multiple DPs, for reasons discussed in Section 2.4. However, I will
sketch how this could be done in terms of the interaction-satisfaction
theory (Deal 2015), applying the approach to the optionality problem
mentioned above and discussing some of the caveats.

Invisibility and blocking

We have already seen both invisibility and blocking in action, even in
the simple examples of English subject-verb agreement: elements such
as V and there are invisible while D heads block agreement with more
distant DPs, as do C heads. The visibility conditions for EPP movement
are similar, but declarative C does not block wh-movement, and so
does not appear on the corresponding tier. Furthermore, exactly which
elements agree, block agreement, or are invisible varies across lan-
guages. In this section, we examine several examples of case-sensitive
agreement, in which the behavior of a DP depends on its case.

Our first example comes from Hindi, which features split erga-
tive case marking conditioned by aspect (Mahajan 1990). Imperfective
clauses have a nominative-accusative pattern while perfective clauses
are ergative-absolutive, as shown in (7).12 I assume that nominative

12 Abbreviations used in this paper: 1 = first person, 2 = second person,
3 = third person, c1 = class 1, C2 = class 2, CS = construct state, DAT = da-
tive, DEM = demonstrative, ERG = ergative, F = feminine, FUT = future, GEN =
genitive, HAB = habitual, IPFV = imperfective, LOC = locative, M = masculine,
NF = non-finite, NOM = nominative, OV = object voice, PASS = passive, PFV =
perfective, PL = plural, PRF = perfect, PST = past, SG = singular, SV = subject
voice.
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and absolutive case (both unmarked) are the same case, call it nomina-
tive. Also, Hindi displays differential object marking, so not all objects
are overtly case-marked; I gloss these as nominative as well. We see
that in the imperfective clause the verb agrees with the subject, while
in the perfective clause it agrees with the object. Thus, descriptively,
the verb agrees with the highest nominative DP, and ergative DPs are
invisible.

(7) Case-sensitive agreement in Hindi (Mahajan 1990)

a. Raam roTii khaataa  thaa.
Raam.M.NOM bread.F.NOM eat.IPFV.M be.PST.M

‘Raam ate bread (habitually).’

b. Raam-ne roTii khaayii.
Raam.M-ERG bread.F.NOM eat.PFV.F

‘Raam ate bread.’

As discussed in the previous section, I assume that case informa-
tion is available in the form of syntactic features like those for move-
ment and agreement; see Preminger 2014 for a syntactic argument in
favor of this idea. I also assume that agreement is conditioned on case-
marking rather than the reverse (Bobaljik 2008). Thus, all we need to
do to capture the Hindi agreement pattern is to modify the tier alpha-
bet for the ¢p-agreement tier: instead of projecting all DPs, we project
only nominative DPs, since only these are ever eligible for agreement.
The tier constraints remain unchanged.

Let us confirm that this analysis derives the correct results. I as-
sume the same basic T/v/V clause structure as in English unless there
are relevant differences. In the imperfective Hindi clause, we have an
additional auxiliary verb, which can be assumed to occupy an Asp(ect)
projection. The resulting structures for the sentences in (7) are as
shown in Figure 7. For simplicity, I will ignore the agreement on the
non-finite verb, focusing just on the finite verb (we will return to the
issue of multiple agreeing elements in Section 4.3).

C-strings and their ¢-agreement tiers for these examples are
shown in (8) along with the illicit opposite agreement configurations.
In the imperfective clause both subject and object are projected, so
only the subject can agree, as in (8a); if —¢ is placed on the object
(8b), the subject intervenes, resulting in a minimality violation. In the
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Tr+¢] Tr+é]_ Figure 7:

R | Case-sensitive agreement in Hindi.
/ Asp v A Ergative DPs are invisible,
! \ T causing the object to agree
\ v Diera] eat //' instead of the subject
T \ |«

Dinom,—¢1 eat Raam Dinom,—¢]
\ \ \
Raam  Dinom] bread
\
bread

imperfective clause, this is reversed. If —¢ is placed on the subject,
this will not work as it is ergative and therefore does not appear on the
tier, leaving a lone probe (8c¢). Instead, it is the object that must agree,
since it is adjacent to T on the tier (8d). This is also what happened in
the example of agreement across existential there in Section 3.4.

(8) Example c-strings and tier projections for Hindi

a. Imperfective clause, subject agreement (v")
+ C-string: T[+¢1-ASP - v-Dinom,—¢1 -V -Dom] - N
« ¢-agr. tier: T[+¢] - Dinom,—¢] - Dnom]
« Constraints violated: n/a

b. Imperfective clause, object agreement (X)
* C-string: T(+¢1-ASP-v-Dinom] - V- Dinom,—¢] - N
« ¢-agr. tier: Ti+¢1- Dinom] - Dinom,—¢1
« Constraints violated: X[+¢1- X, X - X[—¢]

c. Perfective clause, subject agreement (X)
* C-string: Ti+¢1-v-Dierg,—¢1* V- Dinom] * N
+ ¢p-agr. tier: T[+¢1 - Dinom]
+ Constraints violated: X+¢1-X

d. Perfective clause, object agreement (v)
* C-string: Tr+¢1-v-Dierc] - V- Dinom,—¢1 - N
+ ¢-agr. tier: T+¢1 - Dinom,—¢]
« Constraints violated: n/a

It should be noted that some Hindi verbs take dative subjects,
and that these are also invisible.'® In other words, it really is only

13The same is true of marked objects, which can be considered to bear ac-
cusative case. Thus, when the subject is either ergative or dative and the object
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nominatives that can agree. To summarize, the TSL grammar for Hindi
is shown in (9). From this point forward, I will highlight what has
changed in comparison to the English grammar from Section 3.4. In
this case, only the tier projection rules have changed.*

(9) ¢p-agreement tier for Hindi

+ Project: all T, D if [NoM], all C
Xi+¢1 - X+¢1, X[—¢]- X[—¢],
+ Constraints: X[+¢1-X, X X[—¢1,
Xi+¢1- X, X - X[-¢1

It should also be emphasized that there is nothing inherent about
the (in)visibility of certain cases. In Nepali, which is closely related
to Hindi, the verb agrees with the subject whether it is ergative or
nominative (Coon and Parker 2019), as shown in (10).

(10) Case-insensitive agreement in Nepali (Coon and Parker 2019)

a. Maile yas pasal-ma patrikaa kin-&.
1SG.ERG DEM store-LOC newspaper.NOM buy-1SG
‘I bought the newspaper in this store.’

b. Ma thag-i-€.
15G.NOM cheat-PASS-1SG

‘I was cheated.’

Nepali also allows dative subjects, and these do not agree, just as
they do not in Hindi. Broadly speaking, there appears to be a hierarchy
for case visibility in which unmarked case (nominative) ranks above
dependent cases (accusative and ergative), followed by oblique cases
(dative); each language chooses a point along the hierarchy below
which DPs are invisible for agreement (Bobaljik 2008). As such, Nepali
is best characterized as a language in which DPs bearing unmarked or

is accusative, there is no DP which is eligible for agreement. In this case, default
agreement arises. We will see an example of this momentarily in our discussion
of Icelandic, so I omit treatment of this phenomenon here.

14 A reviewer expressed concern about the potential power of these condi-
tional tier projection rules. Because the lexicon is finite, so too is the set of pos-
sible tier projections. Therefore, we gain no power compared to exhaustively
listing every item. The current notation serves only as a convenient shorthand.
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dependent case are visible, but those with an oblique case are not. We
can easily encode such information in our TSL grammar. In the case
of Nepali agreement, we simply project DPs if they are nominative or
ergative, though not if they are dative, as in (11).

(11) ¢-agreement tier for Nepali
« Project: all T, D if [NOM/ERG], all C

Xi+¢1 - X+¢1, X[—¢]1- X[—¢1,
» Constraints: X[+¢1-X, X X[i—¢1,
X[+¢1- X, X - X[—¢]

Of course, we could do this just as easily for a combination of
cases which violates the case visibility hierarchy. However, there is
good reason to think that implicational hierarchies such as this one
should be attributed to extragrammatical factors, since they are just
one member of a much larger class of monotonicity effects which are
prevalent throughout language; see Graf 2020 for discussion.'®

Next, let us turn our attention to blocking effects. What is espe-
cially interesting about dative DPs is that while they are often invis-
ible for agreement, they are also known to block it, a phenomenon
known as dative intervention. A famous example comes from Icelandic,
where both possibilities occur depending on the structure. First, (12) is
an example of agreement across a dative subject in a simple tran-
sitive clause, demonstrating invisibility; next, (13) shows the tran-
sitive expletive construction, one of the contexts where datives in-
stead block agreement. It is important to note that the singular verb
form in (13a) is not agreement with the dative DP, but a default
ending.

(12) Dative invisibility in Icelandic
(Holmberg and Hroéarsdoéttir 2003)

Henni likudu hestarnir.
her.sG.DAT liked.pPL the.horse.PL.NOM

‘She liked the horses.’

15 Note that even if the grammar formalism is formulated in such a way so as
to enforce such hierarchies, this still does not explain their existence, but rather
raises the question as to why the grammar should be this way.
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(13) Dative intervention in transitive expletives
(Holmberg and Hroéarsdoéttir 2003)

a. bad finnst einhverjum stident
EXPL find.sG some student.SG.DAT
[tOlvurnar ljétar].

the.computer.PL.NOM ugly

b. *bad finnast einhverjum stiident
EXPL find.PL some student.SG.DAT
[tOlvurnar ljétar].
the.computer.pL.NOM ugly

‘Some student finds the computers ugly.’

It is well known that non-nominative subjects do not trigger
subject-verb agreement in Icelandic (Andrews 1982; Thrainsson 2007,
a.o.). This applies not only to dative subjects, but also to genitive and
accusative subjects when they occur. In most cases, the result is long-
distance agreement with a lower nominative, as in Hindi. But, in the
transitive expletive construction, dative subjects intervene, at least as
a first approximation. The full data is quite complex, as the visibil-
ity of a dative DP is determined in part by whether it undergoes a
specific type of movement which is not always available; on top of
this, long-distance agreement is subject to dialectal differences and
is optional for certain speakers under certain conditions (Sigurdsson
and Holmberg 2008; Kucerova 2016). For now, let us focus just on
the above data, in which datives are blockers. Later, we will deal with
the interaction with movement. I do not attempt to treat optional-
ity here, though we will consider several approaches to optionality
in Section 4.4 which could potentially be applied to the Icelandic
data.

I assume the transitive expletive construction to involve a small
clause structure, modeled here as a PredP, as shown in Figure 8. Since
dative DPs block agreement with a more distant DP, they must be
projected on the ¢-tier just like nominatives. As for the fact that we
get default agreement in cases of dative intervention, there are sev-
eral plausible ways in which this could be analyzed, each of which
is TSL. For concreteness, let us assume the default agreement means
that T has not agreed with anything. In other words, we can have a
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_Tre] Figure 8:
s \ Dative intervention in Icelandic transitive
,”/ v expletive construction. Dative DPs do not agree,
% /\ﬁ 4 but also block agreement with a more distant DP
| n

\ \
student PRED

N Sen /\
themwom,—¢1 ugly
\

computers

lone probe without a goal, at least in this specific circumstance. 16 we
modify the constraints accordingly, banning a probe which is imme-
diately followed by a non-agreeing DP only when it is nominative and
therefore eligible for agreement.

The provisional grammar for Icelandic is given in (14), with the
relevant constraint modification highlighted. Next, c-strings and their
tiers for the licit and illicit agreement configurations in (13) are shown
in (15). This time, the items that are projected are the same in either
case; what differs is whether the lower nominative bears —¢. When it
does, the derivation is illicit since it is preceded by the higher dative.
When it does not, no constraints are violated, since T need not agree
in this context.

(14) ¢-agreement tier for Icelandic (provisional)
* Project: all T, all D, all C

Xi+¢1- Xi+¢1, X1 X(—¢1,
» Constraints: { X[+¢1-Dnoml, X - X[-¢1,
Xi+¢1- X, X - X[—¢]
(15) C-strings and tier projections for Icelandic transitive exple-
tives
a. Default agreement (v)
+ C-string: Tr+¢1 -V - Dipat] - V - Pred - Dinom] - A
 ¢-agr. tier: T[+¢1- Dipart] - Dinom]
+ Constraints violated: n/a

161n Preminger’s (2014) terms, agreement is an obligatory operation in the
sense that it must occur when applicable, not that it must occur no matter what.
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b. Agreement across dative DP (X)

+ C-string: T[+¢1-v-Dipar] - V- Pred - Dinom,—¢1- A
« ¢p-agr. tier: T[+¢1 - Dipar] - Dinom,—¢]
« Constraints violated: X - X[—¢1

In the above analysis, we are assuming that the dative DP can-
not itself bear —¢; in contrast, finite T is lexically specified to always
carry +¢ since it must agree when possible. A common alternative is
to say that datives do agree, but that default features are transmitted.
In this analysis, the dative subject does bear —¢ in the licit agreement
configuration, and agreement with the lower nominative is just an or-
dinary minimality violation. This situation, where the fine details of
the analysis have no bearing on whether the phenomenon in ques-
tion is TSL, seems to be quite common, and points to the robustness
of the computational characterization of the empirical facts; we will
encounter several more examples like this later in this paper.

At this point, we have seen how our grammar can be adjusted to
account for DPs which are invisible to or block agreement according
to their case. We can also handle variable visibility within a single
language, which as mentioned above is a core aspect of the Icelandic
pattern. Again, the full data is notoriously complex, so to keep the dis-
cussion simple while still addressing the relevant computational issue,
we will add just one additional data point. Recall that dative subjects
in simple transitive clauses are invisible. Long-distance agreement is
also possible in sentences analogous to the transitive expletive con-
struction, but in which no expletive is inserted and the logical subject
raises to Spec-TP, as is assumed in simplex sentences like (12). This is
shown in (16).

(16) Long-distance agreement when dative DP moves to Spec-TP
(Holmberg and Hroéarsdoéttir 2003)

Einhverjum stident finnast [tolvurnar

some student.SG.DAT find.PL the.computer.PL.NOM
ljétar].

ugly

‘Some student finds the computers ugly.’
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Based on this data, we would say that datives are invisible pre-
cisely when they undergo EPP movement.” Accordingly, we project
all nominatives, plus datives which do not bear —EPP; other non-
nominative DPs are always invisible for agreement. Since default
agreement also occurs in intransitive sentences with a dative sub-
ject, such as (12), whose tier would contain T[-¢] at the right edge of
the tier, we also remove the constraint X[+¢] - X. The revised grammar
is presented in (17) below. The tier projection rule for D heads is fairly
complex; I have taken what I believe to be the least confusing option,
which is to list nominative and dative DPs separately. Similarly, I
indicate that a constraint has been removed by striking it out.

(17) ¢-agreement tier for Icelandic (revised)
« Project: all T, all Dinowmi1, Dipar] if not [—EPP], all C

X[+¢1 - X[+¢1,  X[—¢]1- X[—¢1,
+ Constraints: { X[+¢1-Dnom], X X[—¢1,
Xf+p—x, X - X[—¢]

The situation with visibility of dative DPs in Icelandic is essen-
tially the opposite of the differential object marking pattern mentioned
in Section 3.4, in which the DP becomes visible to its case assigner if
and only if it does move. Either way, we must refer to a movement fea-
ture on the ¢-tier just as we did with case in Hindi. As I will argue in
the following sections, there are yet other movement features which
interact with agreement in a similar way.

Directionality

The issue of directionality has received considerable attention in the
theoretical literature on agreement. Theories differ as to whether it is
always downward (Chomsky 2000), always upward (Zeijlstra 2012),
or varies parametrically (Baker 2008). (To be clear, when we say here
that agreement is downward, this means that the goal appears below

17 According to Kucerové (2016), the correct generalization is that dative DPs
in Icelandic are invisible if they undergo object shift (movement to Spec-vP), and
intervene if they do not. This movement tends to be unavailable in the transitive
expletive construction for semantic reasons.
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the probe, and vice versa for upward agreement.) Despite this theoret-
ical disagreement, from the present perspective agreement is clearly
predicted to be able to proceed in either direction. This is because TSL
patterns do not have any fixed notion of directionality: for any two ele-
ments X and Y, the grammar may allow XY, YX, both, or neither. Thus,
it is not surprising that in phonology we find both progressive and re-
gressive harmony. Likewise, in syntax subject-verb agreement is usu-
ally downward looking (since the subject is below T in the derivation
tree), while negative concord is upward looking, as is case concord
within the DP (if case is inherent on D, as we have been assuming). ®

Ideally, we would like to see evidence of variation within a sin-
gle agreement phenomenon. This appears at first glance to be true of
complementizer agreement (Diercks 2013). In West Flemish, we find
cases where the complementizer heading an embedded clause agrees
downward for number with the embedded subject (18). In contrast, in
Lubukusu (a Bantu language spoken in Kenya), we find upward agree-
ment for noun class with the next higher subject (19). Note that not
all complementizers agree in Lubukusu.

(18) Downward agreement in West Flemish (Diercks 2013)
a. Kpeinzen da-j [(gie) morgen goat].
Lthink that-you (you) tomorrow go
‘I think that you’ll go tomorrow.’

b. Kvinden dan [die boeken te diere zyn].
Lfind that.PL the book.PL too expensive be.PL

‘I find those books too expensive.’

(19) Upward agreement in Lubukusu (Diercks 2013)
a. Ba-ba-ndu  ba-bolela Alfredi  [ba-li
C2-c2-people c2-said c1.Alfred c2-that
a-kha-khile].
Cl-FUT-conquer
‘The people told Alfred that he will win.’

18 Even if a harmony pattern is symmetric on the surface, as in the example in
Section 2.3, the process that generates it may be clearly directional. TSL string
languages have been generalized to functions to model such processes; see Bur-
ness et al. 2021 for an overview.
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b. Alfredi ka-bolela ba-ba-ndu [a-li
c1.Alfred cl-said C2-c2-people c1-that
ba-kha-khile].

C2-FUT-conquer
‘Alfred told the people that they will win.’

This data is particularly informative in that in neither case does
the agreeing DP move out of the embedded CP, avoiding ambiguity
in directionality of agreement depending on whether the DP agrees
from the lower or higher position. However, there is a complication. In
Diercks’ analysis of Lubukusu, the matrix clause subject actually binds
an operator in embedded Spec-CP, which in turn agrees locally with
embedded C, a process which he calls indirect agreement. In our terms,
this means that the (local) agreement between C and the operator is
downward, though the binding relation between the operator and the
subject is still upward in the sense that the bound operator must be
licensed from above. For comparison, Figure 9 shows Diercks’ analysis
for (19a) alongside the direct agreement analysis.

Diercks’ arguments against upward agreement in Lubukusu can be
summarized as follows: 1) agreement is strictly subject-oriented, and
other intervening DPs are ignored; 2) in subject questions the verb fol-
lows a reduced agreement paradigm while complementizer agreement
is as usual; and 3) Lubukusu also features hyperraising (i.e. raising out
of a finite clause), and complementizer agreement is absent when this
occurs across a C head which is otherwise expected to agree. None of
these arguments hold up. First, regarding subject-orientation, we have

T[+EPP, +41 T[+EPP, +41]
\ \
v v
— s N
D; [-EPP, —¢] <.  told D[—EPP, —¢] told \\
! S \ —
people D .-Cr+¢1 people D Cr+¢1
R \ \
Alfred Op; Tr+EpPP, +¢] Alfred T[+EPP, +¢]
o1 ! !
v v
/\ /\
Dro[-EPP, —¢]  Win Dro[-EPP, —¢]  Win
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already seen multiple examples where agreement targets only a sub-
set of DPs (e.g. depending on case) and the literature contains many
besides these. We can easily pick out the subject in the TSL analysis as
the DP which undergoes EPP movement. Second, the fact that subject-
verb agreement may sometimes follow a different paradigm is irrel-
evant, as there is no reason to think that complementizer agreement
here is parasitic on verbal agreement. Finally, the lack of complemen-
tizer agreement in hyperraising constructions is in fact predicted by
the present model, since the subject appears only below C in the de-
pendency tree and is thus invisible to upward looking dependencies. *°
While Diercks presents additional arguments in favor of his in-
direct agreement analysis, they are circumstantial at best. For exam-
ple, he draws a parallel between certain blockers of complementizer
agreement and well-known binding phenomena, which is suggestive
of the presence of a bound variable. But as we have already discussed,
blocking conditions for agreement can also be quite complex and var-
ied, and there is no particular reason to think that this data can only
be explained in terms of binding. This being the case, it is simpler to
dispense with the bound operator and assume direct agreement.
Before continuing, I wish to stress that whether we choose to an-
alyze the dependency in question as binding or agreement, the for-
mal shape of the pattern is identical; the only difference is whether
the lower element is the C head itself or an operator in its specifier.
Furthermore, even if Diercks’ analysis is correct for Lubukusu, this
would not be enough to discount the existence of upward agreement
as a whole; indeed, he does not discuss any other possible instances.
That said, there are in principle several ways to implement vari-
able directionality, and I see no strong reason to prefer one over the
others, so I will take the obvious route and simply specify that agreeing
C must follow its goal on the tier rather than precede it. (An alternative
will be discussed at the end of this section.) Also, since the agreement

19 This last fact is somewhat mysterious in a Minimalist analysis, since without
additional assumptions there is no reason why a raised subject should not value
the lower complementizer, or alternatively bind the operator in Spec-CP. Diercks
(2013) proposes one possible solution. Under the present model, no special treat-
ment is required. In contrast, the present model may struggle when movement
feeds subsequent operations, as mentioned in Section 3.2.
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on C is strictly subject-oriented, only DPs bearing —EPP are projected
on the ¢-agreement tier, as in our treatment of case-sensitive agree-
ment. Finally, for simplicity I will ignore agreement with T, assuming
it to be regulated on a separate tier as discussed in Section 2.4.

As usual, a selection of licit and illicit c-strings are given in (20),
representing variants of example (19a). First, we have agreement with
the upper subject, shown in (20a). The intervening object is invisible,
so the subject immediately precedes the agreeing C head, as required.
Next are two illicit configurations, in which agreement is attempted
with the upper object (20b) and the lower subject (20c), respectively.
The former does not work because the object is missing from the tier,
leaving the probe on C without a goal. In the latter case, the goal fol-
lows the probe rather than preceding it, violating multiple constraints.

(20) C-strings and tier projections for Lubukusu
a. Complementizer agrees with upper subject (v)
* C-string: T(+Epp] - v+ D[—EPP, —¢1 - V- D - C[+¢1 - T[+EPP]
-v-D[-EPP] -V
» Tier: D[—Epp, —¢] - C[+¢1 - D[—EPP]
« Constraints violated: n/a
b. Complementizer agrees with upper object (X)
* C-string: T[+EPP, +$1- V- D[-EPP] - V- D[—¢] - C[+¢]
- T[+EPP, +¢1-V-D[-EPP] - V
» Tier: D—kpP] - C[+¢1 - D[-EPP]
« Constraints violated: X - C[+¢]
c. Complementizer agrees with lower subject (X)
* C-string: T(+EpP] - v+ D[-EPP] - V- D - C[+¢1 - T[+EPP] - V
*D[—EPP, —¢1-V
 Tier: D—Epp] - C[+¢] - D[-EPP, —¢]
 Constraints violations: X - C[+¢1, X[—¢] - X

There is a potential problem with this analysis: if —¢ is placed
on both the subject and the object, then we get the same result as if it
appears only on the subject, but only the latter configuration should
be licit. This can be avoided by specifying in the lexicon that only D
heads with —EPP may also bear —¢. Similarly, though we have not
discussed any examples of non-agreeing complementizers, these are
distinguished from agreeing complementizers in that the former never
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bear —¢, while the latter always do.2° Thus, our the grammar for
Lubukusu is given in (21). Again, the primary change compared to the
baseline English grammar is that the constraints have been mirrored.

(21) Complementizer ¢-agreement tier for Lubukusu
+ Project: D if [-EPP], all C
+ Constraints:
X[+¢1 - X[+¢1, X[—¢1-X[-4]1,
X-X[1+¢1, X[-¢1-X
X X[+¢1, X[—¢1- X

Note that Ermolaeva and Kobele (2022) arrive at a similar anal-
ysis, in which agreement is upward and targets the highest base-
generated argument of the containing clause. However, their analysis
requires successive overwriting of the morphology on the C head (the
subject’s value being the last to be written); as such, the present anal-
ysis could be considered simpler. An alternative TSL analysis would
be to preserve the direction of probing, allowing D heads to search for
and value agreeing C heads below them, as in Adger’s (2003) treat-
ment of affix hopping. Compared to the above analysis, we restore
the relative positions of +¢ and —¢ in the TSL grammar and instead
modify the featural content of the D and C heads in the lexicon. Ul-
timately, the direction of feature copying is the same under either
analysis, suggesting that these two types of analysis are essentially
notational variants.

Multiple probes, one goal

Until now, I have omitted treatment of several cases where multiple
functional elements agree with the same DP. This included agreement
on both the non-finite verb and finite auxiliary in Hindi, and agree-
ment on both the verb and complementizer in West Flemish. Unlike
in the example from Lubukusuy, in these languages both agreeing ele-
ments are above the DP they agree with. In order to model such pat-
terns with a single tier, we can adjust the tier constraints to allow

20 Failure of agreement in hyperraising across an agreeing complementizer
can be treated by selectively relaxing the constraints against lone probes while
retaining those against lone goals, similar to our treatment of Icelandic.
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multiple probes to appear in sequence, followed by a single shared
goal. In essence, each probe obtains its value not from the source DP,
but from the next closest agreeing functional head. This is analogous
to the standard treatment of phonological harmony, in which feature
spreading proceeds incrementally. We could also utilize separate tiers
for each probe as we did for Lubukusu. However, we would lose the
parallel with phonology; additionally, given that chain agreement is
one of the basic predictions of a TSL-2 model, it is important to demon-
strate that it can be handled with a single tier.

Ti+¢] Figure 10:
P Embedded C and T share a goal
fy in West Flemish. In such cases,
pro*g\ﬁn d the tier grammar permits a sequence
| of probes followed by a goal
thatr+¢1
Lo
T [+¢1
]
[/ be
—
the—¢] too

| |
books expensive

Keeping with the theme of complementizer treatment, let us re-
turn to the example from West Flemish in (18b), repeated in (22).%!
The structure assumed for this sentence is shown in Figure 10. While
Flemish presumably has EPP movement, as well as V2 in main clauses,
this is omitted for simplicity. As usual, the categories projected on the
¢ -agreement tier are D, T, and C. Upon extracting the spinal c-string
for this example and projecting the tier, shown in (23), we obtain two
adjacent chains of agreeing elements: a typical T/D pair in the main
clause and a triple C/T/D in the embedded clause.

(22) Kvinden [cp dan  die boeken [pep te diere] zyn].
Lfind that.PL the book.PL too expensive be.PL

‘I find those books too expensive.’

21 A very similar analysis can be used for concord phenomena of the sort men-
tioned in Section 4.2.
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(23) C-string and tier projection for West Flemish chain agreement
* C-string: Tr+¢1-v-D—¢1-V-Cl+¢1-Tr+¢1-v-D[-4]1-DEG-A
o ¢ tier: Tr+¢1-Di—¢1- Cr+¢1- Tl+¢1 - Di—¢1

Our TSL grammars have always allowed multiple pairs of agree-
ing elements. What is new here is that a single agreement chain can
contain more than two probes as long as they are ultimately fol-
lowed by a goal. This is accomplished by removing the constraint
X[+¢1- X1+¢1.22 Thus, the ¢-agreement tier grammar for West Flem-
ish is given in (24), with the removed constraint struck out.

(24) ¢-agreement tier for West Flemish
+ Project: all T, all D, all C
Xrp-Xtrot, X1 X941,
» Constraints: X+¢1-X, X - X[—¢1,
X1+¢1 - X, X - X[—¢1

As an alternative to the above analysis, we could also mark in-
termediate elements in the chain with both +¢ and —¢, explicitly
signifying that they serve as both a probe and goal for agreement. In
this case, the TSL grammar would be set up to allow substrings of the
form X[+¢1-Xi+¢,—¢1 and X[+¢,—¢1 - X[—¢1, but not X[+¢1-X[+¢1. The
trouble with this approach is that some elements may need to be lex-
ically specified as being available either as X[+¢1 or Xi+¢,—¢1 if they
can occur both initially and chain-internally depending on the struc-
tural context. I am unaware of any cases in syntax where it is crucial
to distinguish between probes which allow agreement to continue and
those that do not, though it should be noted that the latter would cor-
respond to so-called icy targets in phonology, which both harmonize
and prevent harmony from spreading further. For now, it is simpler to
treat all probes as equivalent.

At this point, the reader may be wondering about the opposite
configuration, in which one probe agrees with several goals. We will
allow exactly this in order to model a type of syntactic optionality, to
be discussed in Section 4.4. Before that, I present an example which

22Note that the chains must be non-overlapping for this to work. In cases
where chains of agreeing elements are interleaved with one another, multiple
tiers are required.
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summarizes several of the patterns that we have examined so far: in-
visibility, interaction with the other features, and shared goals. This
is A’ agreement.

In previous examples, we projected DPs only if they were nomi-
native, or only if they were EPP movers. These are both features nor-
mally associated with A-positions, but if we only project DPs bearing a
certain A’ feature on the tier controlling ¢-agreement, then we can de-
rive agreement that targets A’ positions. A clear example comes from
Dinka, a Nilotic language spoken in South Sudan. This language has
a V2 clause structure in which agreement targets the initial DP, re-
gardless of whether it is a subject, object, or oblique (Van Urk 2015,
ch. 3). Examples with an initial subject (25a) and object (25b) are
shown below. Additionally, agreement with Spec-CP occurs in rela-
tive clauses (of which wh-questions are one type) and intermediate
movement sites; an example is given in (26).

(25) Dinka verb agreement with Spec-CP

a. Moc a-cé yiin tiip.

man 3SG-PRF.SV you see.NF

‘The man has seen you.’ (Van Urk 2015, ch. 4, 19b)
b. Yiin @-cii moc tlin.

you 2-PRF.OV man.GEN see.NF

‘You, the man has seen.’ (Van Urk 2015, ch. 4, 20a)

(26) Agreement in both matrix and embedded clause

Ye k3oc-ké [cp Op é-ke-ya ké taak
be people.cs-which PST-PL-HAB.2SG 3PL think.NF
[cp &€ — é-ke-cii Ayén ké gaam galam]]?

C PST-PL-PRF.OV Ayen.GEN 3PL give.NF pen

‘Which people did (s)he think that Ayen had given a pen to?’
(Van Urk 2015, ch. 5, 14a)

Van Urk argues that there is a single generalized A’ feature that
encompasses topicalization, relativization, and wh-movement. Addi-
tionally, there is some variation in whether embedded clauses allow,
require, or disallow V2 (Van Urk 2015, p. 130). He proposes that the
CP should be split into at least two levels, the lower of which, Fin,

[ 81 ]



Kenneth Hanson

hosts V2. Following his lead, I will continue to refer to this head as C.
It is also this head that is the locus of agreement. Accordingly, I assume
that it bears the features +A’ and +¢. Note that I treat intermediate
and final landing sites uniformly, mirroring our treatment of chain
agreement, though this is not crucial to the analysis; an alternative
would be to treat the complementizer morphology as the spell-out
of a C head along a movement path, as proposed by Graf (2022b).
A slightly simplified structure for example (26) which has been anno-
tated accordingly is shown in Figure 11.2%3

Figure 11:

T
A’-agreement in Dinka. Each C head [
along the movement path be
. . /\
agrees with the moving operator D Cren.+4]

| | N

people T AN

s/he think |
I ¥
Cr+a’, +¢1

L
\ Ayen APPL
Al —
Opi-a,—¢1  give
[
pen

The TSL analysis for this pattern is as follows. Since it is always
the moving DP that agrees with C, we project only DPs bearing —A’.
C also appears on the tier since it agrees, but T neither agrees not
blocks agreement, so it is omitted. The tier constraints are identical
to our previous example of West Flemish. The full grammar is shown

in (27), and example c-strings corresponding to sentences (25a) and
(26) are shown in (28).

23The ké morpheme glossed as 3PL is omitted for simplicity. According to
Van Urk, this morpheme occurs both as an independent pronoun and as a copy
of movement at the edge of VP; in this case it is the latter.
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(27) ¢-agreement tier for Dinka
+ Project: D if [-A’], all C
Xtrpt-—Xf+ot, Xi—¢1- XI-¢1,
» Constraints: X[+¢1- X, X X[—9¢1,
X1+¢1 - X, X - X[—¢1
(28) C-string ¢-agreement tiers for Dinka
a. Within-clause A’-movement
» C-string: C[+A’, +¢1-T-v-D[-a,—¢1-V-D
» Tier: Cr+A/, +¢1:D[-2A’, -]
b. Long-distance A’-movement
« C-string: T-be-D:Cr+a’, +¢1 - T-v-D-V-C[+a’, +¢1- T
-v+-D-APPL-D[-A, —¢1-V-D
» Tier: Cr+A/, +¢1- C[+A/, +¢1 - D[-A/, —¢1

The present perspective cannot explain why ¢-agreement occurs
on C in Dinka, or why it is sensitive to A’-movement. But given that
the distribution of these features is what it is, we correctly predict that
their interaction results in an A’ locality profile for ¢-agreement.

Optionality and multiple goals 4.4

In most of the preceding examples, there has been only a single agree-
ment configuration available for each construction. But it is not rare
to find instances of agreement which appear to be optional. As was
briefly mentioned in Section 3.4, this happens even in English with
agreement across existential there: for many speakers both singular
and plural agreement are possible, especially when the logical subject
is in an embedded clause, as in (6), repeated below as (29a).2* In con-
trast, agreement with the logical subject is obligatory if there is not
inserted (29b).

(29) Optional agreement across there in English existential clauses
a. There seem(s) to be some squirrels in the attic.

b. Some squirrels seem(*s) to be in the attic.

24 This pattern should not be confused with reduced ’s, as in There’s some squir-
rels in the attic, which is acceptable even for speakers who do not accept %There
is some squirrels in the attic.

[ 83 1]



Kenneth Hanson

Figure 12: T[+EPP,+¢] T [+EPP,+¢]
Interaction-satisfaction analysis [ [
of optional agreement in English v v
existential clauses. Left: when there ‘ ‘
seem seem

is inserted, T agrees both with there | |
and the logical subject. Right: to to
structure without there, where the ! !

. . . be be
logical subject is the only target A |
for agreement therer—epp,—¢1  Pred Pred
/\ /\
some[—¢] in some[—EPP—¢] in
[ [ [ [
squirrels the squirrels the
[ [
attic attic

Such optionality presents a puzzle which has several plausible so-
lutions, e.g. by positing multiple competing grammars (Kroch 1989).
Even if we posit only a single grammar, there are several analytical
options. Among these, the interaction and satisfaction theory of agree-
ment (Deal 2015) fits well with the analyses presented so far. In the
interaction-satisfaction theory, a probe can agree with multiple goals
in a manner that is relativized to the individual probe. For each probe
(EPP, ¢, etc.), we specify its interaction set, which are the features that
the probe agrees with, and its satisfaction set, which are the features
that cause probing to stop. Upon spell-out, the probe may realize the
features of any or all of the elements that it has agreed with in accor-
dance with the morphology of the language. If there is more than one
possible output, optionality results.

In the present case, we analyze optional agreement as resulting
from agreement with both there and the logical subject, as illustrated
in Figure 12. We further posit that there lacks some feature which is
in the satisfaction set for the ¢-probe on T: perhaps it has number
features but lacks person features, for example. This allows T to agree
with there but continue probing until it finds the logical subject. For
present purposes, it does not matter exactly what is deficient about
there, so for simplicity I will continue to treat all ¢-features as a unit.

This brings us to the TSL analysis. This time, we project there on
the tier just like any other DP, and we relax the tier constraints so
that a ¢-goal can be immediately followed by another ¢-goal if the
first goal is there, as shown in (30). As usual, c-strings for structures
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both with and without there are provided in (31). Only when there is
selected is it possible for T to agree with two elements, so this is the
only structure in which optional agreement occurs. Note that although
both there and some are marked —¢, this does not imply that they have
the same value of ¢; both are goals and therefore enter the derivation
with separate values.

(30) ¢-agreement tier for English (revised)

« Project: all T, all D, all C
« Constraints: as in (5), but allow there[—¢1 - D[—¢1]

(31) C-strings and tier projections for optional agreement
a. With there
+ C-string: T[+EPP,+¢] - V-Seem - to - be - there[-EpPp,—¢]
-Pred - some[—¢1] - in - the - attic
+ ¢-agreement tier: T[+EPP,+¢] - there[—EPP,—¢] - SOME[—¢]
b. Without there
» C-string: T[+EPP,+¢] - V-Seem - to - be - Pred -
some[—EPP,—¢] - in - the - attic
* Tier: T[+EPP,+¢] - SOME[—EPP,—¢]

In general, an analysis based on the interaction-satisfaction the-
ory can be described as a TSL-2 pattern in which the probe is imme-
diately followed by zero or more agreeing items with features in the
interaction set but not the satisfaction set, possibly followed by one
with features in the satisfaction set (regardless of whether it has any
in the interaction set).2® Thus, the class of agreement patterns which
are TSL-2 potentially extends to many others which fall under the gen-
eral schema of interaction and satisfaction, such as omnivorous agree-
ment (Nevins 2011), also discussed by Deal (2015). For example, in
the case of omnivorous number agreement where [PL] outranks [SG],
the probe may be valued as [PL] if any DP in its search domain is [PL].

25 Space prohibits me from providing a full analysis, but the basic idea is as
follows. Let P denote a probe, I an interacting element, S a satisfying element,
and G a normal goal, which both interacts with and satisfies the probe. We allow
substrings such as {P-I, P-S,P-G,I-1,1-S,1-G} butnot {S-1,S-G, G-I, G- G}.
We must also distinguish actual interactors from potential interactors, perhaps
with the same —¢ diacritic used in this paper.
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The TSL analysis of this pattern is essentially identical to the example
of optional agreement across existential there. We place [SG] in the
interaction set and [PL] in the satisfaction set. As before, D(—¢1 may
therefore be followed by another D[—¢1 iff the first D is singular.

For completeness, I briefly mention an alternative approach to op-
tional agreement, which is to allow certain items to project depending
on whether or not they bear —¢. For the present example, we would
posit variants of there both with and without —¢, and project only the
variant bearing —¢. Then, long-distance agreement would occur only
when non-agreeing there is merged into the derivation. The disadvan-
tage to this approach is that it violates the principle that potential
agreeing elements should always project, which we have maintained
in all preceding examples due to the pervasiveness of relativized min-
imality. However, formally there is nothing to prevent us from con-
structing a tier in this manner, and it may even be necessary for op-
tional extraction morphology (Thomas Graf, p.c.).2®

There is also a weakness to the interaction-satisfaction approach,
which is that the tier constraints distinguish sets of lexical items in a
more intricate manner than in previous examples. Unlike our treat-
ment of multiple probes, the behavior of intermediate and final goals
is different, and not controlled solely by the —¢ feature. This poten-
tially subverts the typology predicted by the present model, where
the presence of +¢ (or lack thereof) is the primary factor in the tier
constraints. Again, it may the case that optionality should not even
be handled within the syntactic grammar, but if we do so, there are
several options which fit within the current framework; I leave a more
thorough investigation of these and other options to future work.

Summary

To conclude this section, the agreement patterns analyzed in this
paper are summarized again in Table 2, now including the specific
tier projection functions for each case study. As before, the individ-
ual patterns are described in comparison to the baseline pattern of

26 The idea of treating extraction morphology as constraints on a movement
path goes back at least to Bouma et al. 2001.
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Example Tier projection Tier constraints

Strict matching of

a.  Subject-verb agr. All T/D/C +¢ and —¢

b.  Case-sensitive agr. All T/C, D if [NOM] (as in (a))
c. Subject-orientation All C, D if [—EPP] (as in (a))
d. A’ agreement All C, D if [-A] (as in (2))

All T/C/Diwowmi, Non-agreeing dative

. Dative int ti .
¢ anve INtervention  n o ar if not [-EPP]  may follow +¢

f.  Upward agreement (as in (a)) Swap order of +¢/—¢
g.  Chain agreement (as in (a)) Allow sequential +¢
h.  Multiple agreement  (as in (a)) Allow sequential —¢

relativized minimality. For conciseness, only the Hindi variant of
case-sensitive agreement is included; additionally, the two compo-
nents of the Dinka complementizer agreement pattern from Section
4.3 (A’ agreement and multiple probes) have been factored out and
listed separately.

Having seen how the proposed model works in a variety of lan-
guages, we can now better assess the match between its formal capa-
bilities and the observed typology. Recall from Section 2.1 that by re-
stricting ourselves to TSL, many conceptually simple yet linguistically
unnatural constraints become impossible to implement, at least in full
generality. Sometimes, it is possible to construct limited counterexam-
ples. For example, threshold counting can be simulated by choosing
a tier which contains just the elements of interest and a window size
large enough to contain the maximum number we wish to count to.
This could be used to construct a language in which a verb is plural
iff any of the first four DPs in its c-command domain is plural. The
restriction to TSL-2 helps to further rule out such tricks.

Indeed, as argued by McMullin and Hansson (2016) and Graf
(2022b), TSL-2 gives us exactly the kind of locality restrictions char-
acteristic of natural language: the presence of even a single blocker
breaks any long-distance dependency. Some dependencies are strictly
local, while others lack blockers altogether, but what we do not find
are patterns in which at most one blocker, or two, or three, may
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be tolerated but no more.?” Other obvious manipulations of a TSL-
2 grammar, such as mirroring the constraints, and allowing adja-
cent pairs of like elements, likewise correspond to real agreement
phenomena.

Even so, as several reviewers of this paper remarked, the free-
dom of the tier projection function to include or exclude any symbol
according to its label seems to overgenerate. For example, we could
define a function that projects a random assortment of D heads, rather
than all of them. This seems unavoidable since the computational sys-
tem has no knowledge of the substantive interpretation of the element
labels. Furthermore, the existence of lexical exceptions alongside pro-
ductive generalizations suggests that only the acquisition theory can
correctly restrict the set of possible tier projections.?® It is for these
reasons, among others, that I have stressed that the TSL-2 hypothesis
is only one component of a complete theory.

CONCLUSION

We have seen that a wide variety of agreement phenomena are in
fact variations on a simple theme: a TSL-2 pattern which involves the
pairing of probes and goals for agreement. This simple model predicts
the prevalence of relativized minimality as well as variation in the sets
of invisible and blocking elements. Variation across languages can be
accounted for using slight adjustments in the tier projection and the
constraints in a way that closely tracks the logical possibilities afforded
by the formalism.

It is worth reiterating that we do not expect every possible formal
pattern to be attested due to the limited number of existing languages

27 The literature contains theories in which at most one blocker may be
crossed, including subjacency (Chomsky 1973) and some versions of phase theory
(Chomsky 2001, 2008). Such theories are enmeshed in many auxiliary assump-
tions, such as successive cyclic movement, making them difficult to evaluate.

28 The Tolerance Principle (Yang 2016) seems to me to be eminently com-
patible with the subregular perspective. There already exists some work which
attempts to integrate this idea with the learning of TSL-2 grammars. See Belth
2023 for an example from phonology and Hanson 2024b regarding syntax.
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and the other factors influencing typology. As such, it is informative
that so many predicted patterns represent actual agreement phenom-
ena. Also, as I have pointed out several times, the formal parallel be-
tween syntactic agreement and phonological harmony is particularly
close. This can be explained as follows: both are feature-copying phe-
nomena, and both involve the same TSL-2 computations, so both admit
the same basic range of formal variation.

Since I have only treated a handful of illustrative examples, ad-
ditional work is needed to strengthen the claim that individual agree-
ment patterns are in fact TSL-2 over c-strings. In particular, agreement
patterns with constraints on multiple tiers merit a detailed examina-
tion, in order to confirm that the full grammar is MTSL. It would also
be prudent to formalize larger fragments of the grammars of individ-
ual languages. And yet, as we have seen several times, the question
of whether a given agreement pattern is TSL-2 tends to be robust to
differences in the precise details of the analysis. Because of this, it is
mainly the empirical facts that need to be scrutinized carefully.

Several additional questions remain open. As mentioned previ-
ously, some instances of feeding/bleeding of agreement by movement
may require knowledge of the exact position of movers at different
points in the derivation. At the same time, it would appear that not all
instances of movement feed agreement (similar to how some moved
elements undergo semantic reconstruction), as we saw with hyper-
raising and complementizer agreement in Lubukusu. This suggests the
need for a model which tracks both the base and subsequent positions
of movers. Coordination also introduces difficulties such as first/last
conjunct agreement, which appear at first glance to be beyond the
scope of the c-string model. A more complete model may require the
ability to look a short distance into complex left branches, as discussed
by Graf and De Santo (2019). Alternatively, we might use feature per-
colation to bring the correct information up to the top of the structure
so that it becomes visible to the containing c-string.

Finally, it is unclear what the exact relation is between agree-
ment in the strict sense and similar long-distance dependencies such
as NPI-licensing. The Minimalist literature contains many claims of
the form “phenomenon X should be reduced to operation Y”, where
Y is typically Merge/Move/Agree. I have suggested that this might
be the wrong level of granularity, and instead, we should consider
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movement, agreement, case, and so on to each be instances of TSL
computations, and likewise for other conceptually distinct phenom-
ena. Now that we have evidence that all of these patterns are related
by their computational complexity, it should be possible to factor out
this property in order to tell what, if any, differences remain.
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