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INTRODUCTION

Theories of morphology pertain to the lexicons of languages: what
forms of words exist, how they relate to one another, and what they
mean. To refine and test such theories, morphologists require high-
quality information about lexicons, and where they posit particular
learning mechanisms, these naturally operate on lexical knowledge to
make their predictions. The size of a natural language lexicon, with
its various quirks and irregularities in form and frequency, lends itself
naturally to a databasing approach, and morphologists have a long
history of productive engagement with computation.

The classification of languages into morphological types consti-
tutes one of the earliest attempts to linguistic typology (von Schlegel
1818). As soon as 1960, Greenberg sought to objectivise these types
by calculating indexes on corpora. In the past two decades, differ-
ent strands of multi-variate morphological typology have converged
to set the scene for scaling up morphological typology. The program
of Canonical Typology (see among others Corbett 2005; Brown et al.
2012; Corbett 2023) has contributed to map out the space of typolog-
ical variation in morphology and at its interfaces. Simultaneously, the
program of Autotypology (see among others Bickel and Nichols 2002;
Bickel et al. 2022; Witzlack-Makarevich et al. 2022) has supported
the creation of large, interconnected typological databases, flexible
enough to support diverse typological investigations. In inflection,
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the conversation on morphological complexity shifted gradually from
the search of natural limits on morphological complexity (such as the
Paradigm Economy Principle or the No Blur Principle, see Carstairs
1987; Cameron-Faulkner and Carstairs-McCarthy 2000), to the care-
ful measure of this complexity, accompanied with a general turn to-
wards Word & Paradigm approaches (Stump and Finkel 2013). Relying
on quantitative analysis, Ackerman and Malouf (2013) describe two
kinds of morphological complexity: enumerative (E-complexity) mea-
suring how ‘large’ the system is and integrative (I-complexity) mea-
suring its inter-predictability. Cotterell et al. (2019) conjecture that
E- and I-complexity trade off against one another, so that languages
with larger paradigms are easier to predict, and finds support for this
proposal in a dataset of 36 Unimorph languages.

Two great endeavours underpin computational approaches to
morphological typology: the elaboration of computational databases
and the modelling of morphological systems based on this data. Con-
structing a computational database for a single language is a seri-
ous undertaking, so early studies often restricted themselves to a sin-
gle language or a handful of related ones. Typological surveys, on
the other hand, might be biased in the regions or language families
they were able to cover, or might be forced to rely on unstandard-
ised descriptions of different languages in which underlying similari-
ties might be concealed by choices in analysis. Recent trends in mor-
phological typology are striving to close this gap. Larger databases,
representing more languages and phenomena, or connected together
through standardisation and linked data, allow researchers to scale
their modelling studies beyond the best-studied European languages.
At the same time, modelling contributes to the standardization of ty-
pological description, by defining replicable measurements of theo-
retical constructs like ‘zero markers’, ‘number of inflection classes’ or
‘inflection vs. derivation.” Thus, database construction and modelling
are potentially synergistic activities which can feed one another, ex-
panding our coverage of human languages while ensuring that our
analytical constructs are valid.

While early morphological projects used small ad-hoc datasets or
larger resources covering only one or two languages, recent projects
have drawn on larger standardised resources. On the one hand,
databases of inflected or derived forms document entire un-analyzed
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morphological systems. For example, Batsuren et al. (2022) provides
structured lexical data for 169 languages in a unified format, and
the Paralex standard (Beniamine et al. 2023) provides conventions
to encode rich linguistic information concerning such inflectional re-
sources. These databases of forms allow researchers to test conjectures
about the statistics of lexicons at scale. On the other hand, databases
of languages provide coded examples of a single phenomenon across
many languages (Haspelmath et al. 2013; Bickel and Nichols 2002;
Skirgard et al. 2023).

THE PAPERS IN THIS ISSUE

The first paper of this volume describes a novel cross-linguistic data-
base, following the Autotyp approach. The three subsequent papers
follow in the tradition of Ackerman and Malouf (2013) by proposing
new models.

Inman & al: Alignment everywhere all at once:
Applying the late aggregation principle
to a typological database of argument marking

Inman et al. (2024) introduce the ATLAs Alignment Module, a ty-
pological database of argument marking at the morpho-syntactic in-
terface, for languages of North and South America. The database is
meant to capture the considerable language-internal variation in ar-
gument marking. It focuses on main declarative clauses with verbal
predication and positive polarity. To a large extent, it conforms to
the principes of Autotyp: it is modular, with each module covering
a specific typological domain; variables and their values were kept
open throughout coding (autotypology), ensuring detailed and faith-
ful encoding. It enables late aggregation, where generalisations are not
primary, but instead derived from data encoded at a granular level. Fi-
nally, it relies on exemplars. The database documents three argument
roles (S, A, P) defined by semantics. Across languages, these roles can
align together in various fashion, leading to basic alignment types.
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For example, in a nominative-accusative alignment, roles S and A are
aligned together, and distinctly from P, whereas in ergative-absolutive
alignments, S and P are aligned together and contrast with A. Argu-
ment selectors are the devices by which arguments can be treated
identically or differently, through either morphological marking or
syntactic behaviour. Inman et al. (2024) focus on two types of selec-
tors: flagging, which pertains to case marking and adposition within
NPs, and indexing, which concerns verbal marking and agreement
within clauses. The database is distributed in CLDF format, as a set
of csv tables. It documents specific alignment contexts, the selectors
involved, as well as the languages documented, the database source,
and information aggregated automatically concerning references and
alignment.

In short, Inman et al. (2024) present a wealth of precise data on
alignment which can be aggregated at any documented level. It will
enable testing numerous typological hypotheses, definitions, and op-
erationalisations, much beyond those which were considered by the
database authors.

Becker: Zero marking in inflection:
A token-based approach

Becker (2024) tackles the challenge of observing the invisible. What
is the typological distribution of zero markers? Do they behave like
short markers, which, for reasons of coding efficiency, tend to be more
frequent and predictable than longer markers (Zipf 2013; Greenberg
1966; Haspelmath 2008)? Becker surveys adjectival, nominal and ver-
bal systems from 114 languages across six macro-areas. The data is de-
rived from Unimorph (Kirov et al. 2016, 2018; McCarthy et al. 2020;
Batsuren et al. 2022), with pre-processing to improve data quality
and comparability, including conversion of some datasets to phone-
mic representations. Zero marking is unfortunately difficult to distin-
guish in a principled manner from the absence of a feature. Becker
(2024) escapes this dilemna by adopting a Word & Paradigm perspec-
tive. She avoids morphemic segmentation altogether, and instead fo-
cuses on identifying stems automatically (following Beniamine and
Guzmén Naranjo 2021; Bonami and Beniamine 2021, with some ad-
justments for stem allomorphy). She then defines zero-marked forms
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as those which consist solely of the stem. Similarly, features are not
segmented, and zero markers are considered to mark the entire bundle
of morpho-syntactic features for the form. To further reduce potential
unfounded proliferation of zero marking, the study employs the per-
spective of morphomic paradigms (Boyé and Schalchi 2016), where any
fully syncretic cells in the lexicon are merged.

Becker (2024) finds that overall, zero marking is uncommon. Yet,
she observes a lot of variation across languages. Careful statistical
analysis reveals this variation to be largely idiosyncrastic. A few trends
emerge however: zero-marking is avoided in cells with many values;
adjectives and verbs are more likely than nouns to avoid zero mark-
ing altogether. Some feature values are comparatively more likely to
be zero marked across languages: IMP, SG, 3 and PRS in verbs, NOM,
SG and INDF in nouns, NOM.SG in adjectives. Using the Universal De-
pendency corpora (Zeman et al. 2023) to gather frequency informa-
tion, Becker (2024) confirms the Zipfian effect of frequency on length
of overt markers, and finds the effect more pronounced on suffixes
than other affixes. Nevertheless, this association does not hold for zero
markers, which simply do not behave like short markers. Instead, she
confirms the observation from Guzman Naranjo and Becker 2021 ac-
cording to which zero markers are dispreferred. This indicates that
zero markers may not solely result from phonetic reduction. An alter-
native path to zero marking more in line with these results would be
for them to arise as a distinct, contrastive strategy.

Guzmdn Naranjo: An analogical approach
to the typology of inflectional complexity

Guzmén Naranjo (2024) addresses the same conjecture as Cotterell
et al. (2019) with a new predictive mechanism and at much larger
scale. Guzman Naranjo’s model is based on explicit local segmenta-
tions of string pairs with variables. Local segmentation is both rel-
atively fast and can be run on very small datasets, since each pair
of forms produces a single pattern. Thus, while Cotterell et al. re-
quire paradigms for at least 700 lexemes to use their neural network
method, Guzmén Naranjo is able to analyze on datasets of only 200.
Moreover, results from 200-lexeme datasets serve as relatively reliable
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lower bounds on the values for larger samples, indicating that even
small sets of words can yield useful information about a language.

Guzman Naranjo (2024) concludes that Cotterell et al.’s results
do not hold across a larger sample of 71 languages. Although there
appears to be a trend relating number of paradigm cells to interpre-
dictability, there is no significant correlation. Moreover, he argues that
the most valuable measurement of E-complexity is not the number of
paradigm cells, but the formal complexity of the rules used to describe
them. This sort of E-complexity actually increases as predictability de-
creases (that is, languages with more complex paradigms are easier to
predict).

Haley et al: Corpus-based measures discriminate
inflection and derivation cross-linguistically

Haley et al. (2024) tackle another theoretical question, the division be-
tween inflection and derivation. Again, this distinction is the subject
of theoretical controversy — Plank (1994) argues that the distinction is
gradient rather than categorical, and Haspelmath (2024) claims that
it is merely an artifact of traditional linguistic analysis, rather than
a phenomenon with real explanatory power. Haley et al. propose to
characterise morphological relationships by comparing the difference
in orthographic form (edit distance) between the related forms, and
the difference in corpus distribution (based on FasTex embeddings
(Bojanowski et al. 2017)), as well as the variability in these measure-
ments across lexemes. Again, while Plank (1994) is able to apply his
measures to only 6 morphological relationships, all in English, Haley
et al. can scale their analysis further, to a set of 26 languages.

Haley et al. find that these measurements can be used to predict
the traditional divisions between inflection and derivation with rel-
atively high accuracy (variability being more important than magni-
tude and distribution more important than form). The measurements
can also be used to automatically categorise particular constructions
as more or less canonically inflectional by ranking their distance to the
decision boundary — comparatives, for example, form an intermediate
class.

[ 276 ]



Computational approaches to morphological typology

CHALLENGES AND FUTURE DIRECTIONS

Yet, the current generation of databases has not made it trivial to
run morphological analyses at scale. One set of issues is evident in
a comparison between Guzman Naranjo’s 71 languages and Haley et
al.’s 26, most of which come from Europe: the size of available lexi-
cal databases is still closely linked to the kind of information desired.
While Unimorph collects inflectional paradigms for a large number
of languages, derivational relationships are accessible for far fewer,
and corpus embeddings (which have to be collected separately) only
for a subset of these. More broadly, there is tension between depth of
analysis and typological coverage. The more information is needed,
the more the analyst must fall back on scarcer resources which tend
to push toward a familiar set of well-resourced European languages.

The interface in the other direction (morphophonology) is sim-
ilarly problematic. Most available databases list orthographic forms
gleaned from dictionaries, but these can preserve antiquated relation-
ships, as in modern French (Baroni 2011), or obscure phonologically
predictable ones. Grapheme-to-phoneme conversion is a possible solu-
tion, as in Becker 2024 and Mortensen et al. 2018, but again, requires
resources which may not be available across a typologically diverse
sample.

A final issue for lexical databases is the quality and systematicity
of the data itself. Gorman et al. (2019) register a number of complaints
about the quality of the scraped Wiktionary data underlying most
Unimorph paradigm tables, including mislabeled cells and misparsed
orthographic sequences. Other issues of language in use, such as over-
abundance (Thornton 2019) and dialectal diversity, can also lead to
inconsistencies. While modelling studies like Haley et al. 2024 are in-
tended to make analytical categories like ‘inflection’ and ‘derivation’
more rigorous by providing more objective ways to make the distinc-
tion, the authors acknowledge that this is to some extent undercut by
the differing ways in which the database represents purported inflec-
tions and derivations in the first place. Similarly, Guzméan Naranjo’s
decision to include all cliticised and periphrastic forms from Unimorph
within his analysis raises theoretical questions of what a word is, or
whether such a notion is even cross-linguistically applicable (Dixon
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Contribution Data and code
Inman et al. 2024 https://osf.i0/n67mq
Becker 2024 https://osf.io/p4mkc/?view_only=

5238ace9ch1d4£4d998486ebb28f4£d8
Guzman Naranjo 2024  https://doi.org/10.5281/zenodo.11147171

Haley et al. 2024 https://osf.io/uztgy

et al. 2002). In practice, different Unimorph languages make different
decisions on what to include within a lexical entry, and this in turn
has implications for the rules produced by alignment systems.

Computational approaches to morphological typology greatly
benefit from following the FAIR principles (Wilkinson et al. 2016),
as well as those of Open Science. As shown in Table 1, each contribu-
tion in this volume makes their code and data available through open
science platforms, in order to facilitate reuse and reproductibility.

Each of the papers in this volume engages with the linguistic lit-
erature by testing or sharpening earlier conjectures with reference to
newer and larger datasets. In each case, although the authors’ own
analysis of their data makes valuable contributions, the work is pri-
marily intended to provide resources (datasets and methods) for future
investigation. We hope that the continuing trend of standardization
and openness will make large-scale morphological typology more ac-
cessible to others within the field, enabling more and more hypotheses
to be tested at scale.
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