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ABSTRACT

A new metaphor of two-dimensional text for data-driven semantic
modeling of natural language is proposed, which provides an entirely
new angle on the representation of text: not only syntagmatic rela-
tions are annotated in the text, but also paradigmatic relations are
made explicit by generating lexical expansions. We operationalize dis-
tributional similarity in a general framework for large corpora, and
describe a new method to generate similar terms in context. Our eval-
uation shows that distributional similarity is able to produce high-
quality lexical resources in an unsupervised and knowledge-free way,
and that our highly scalable similarity measure yields better scores
in a WordNet-based evaluation than previous measures for very large
corpora. Evaluating on a lexical substitution task, we find that our
contextualization method improves over a non-contextualized base-
line across all parts of speech, and we show how the metaphor can be
applied successfully to part-of-speech tagging. A number of ways to ex-
tend and improve the contextualization method within our framework
are discussed. As opposed to comparable approaches, our framework
defines a model of lexical expansions in context that can generate the
expansions as opposed to ranking a given list, and thus does not re-
quire existing lexical-semantic resources.
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1 INTRODUCTION

In this article, we propose the new metaphor of two-dimensional text
for data-driven semantic modeling of natural language and define a
framework for its implementation. Being rooted in structural linguis-
tics and distributional similarity, this metaphor provides a new angle
on how to perform automated semantic processing. Whereas techni-
cally similar approaches have been pursued in the literature before,
we feel that changing the viewpoint opens up new perspectives on
how to advance the automated understanding of meaning in natural
language.

The key element of this metaphor is the concept of lexical expan-
sion. Lexical expansion generates additional lexical items for a given
chunk of text, which enrich the textual representation and may be
used in NLP (Natural Language Processing) tasks and applications.
Expansion is performed for all present lexical items, and taking into
account the textual context. Our approach constitutes a generative un-
supervised model for semantic similarity in context that can be used to
generate lexical expansions for unseen text material. These expansions
help to bridge the lexical gap in semantics and serve as a valuable pre-
processing step for many approaches in computational semantics, like
word sense disambiguation, semantic text similarity, passage scoring
and text segmentation.

After giving a short history of ideas that led from linguistic struc-
turalism to the notion of distributional similarity and providing point-
ers to related work, we will map out the metaphor of two-dimensional
text and explain the development from distributional to contextual
similarity. Section 2 is concerned with operationalizing these notions
in a scalable computational framework. In Section 3, we evaluate our
methodology against a lexical resource and against a lexical substitu-
tion data set and show the value of the approach both for distributional
as well as for contextual similarity. Sections 4 and 5 conclude and lay
out possible points of departure for further work.

1.1 From linguistic structuralism to distributional similarity

What happens if we ‘understand’ language in the sense of assigning
values of meaning to its elements, e.g. when reading a text? Accord-
ing to de Saussure (1916, 1959), our analysis happens from two dis-
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tinct viewpoints: the syntagmatic viewpoint is concerned with assign-
ing values based on the linear sequence of language elements, and the
associative (also: paradigmatic) viewpoint assigns values according to
the commonalities and differences to other language elements in the
reader’s memory.

We see that the co-ordinations formed outside discourse differ
strikingly from those formed inside discourse. Those formed outside
discourse are not supported by linearity. Their seat is in the brain;
they are a part of the inner storehouse that makes up the language
of each speaker. They are associative relations. [...] The syntagmatic
relation is in praesentia. It is based on two or more terms that occur in
an effective series. Against this, the associative relation unites terms
in absentia in a potential mnemonic series. (de Saussure, 1959, p.123)

In the metaphor of two-dimensional text, we propose to represent
language in two dimensions: The first dimension is given by the linear
nature of language, and represents syntagmatic relations between lan-
guage elements, i.e. grammatical dependencies, positional relations or
others. The second dimension contains language elements that are not
present in the first dimension, but stand in paradigmatic relation to the
language elements present. Figure 1 exemplifies possible associations
for terms, and visualizes them in a second dimension, which we aim to
model explicitly within our metaphor. The first dimension represents
the linear sequence of language elements and their syntagmatic rela-
tions, the second dimension models associative relations that reside
in the memory of the speaker/receiver. In this way, a text expansion
step is realized.

syntagmatic dimension

The subject matter of linguistics comprises all manifestations of human speech.

a subject sociology includes any symbols human being address
every topic science represents every signs person statement
this focus anthropology ~ covers some kinds individual conversation
another target psychology consists of both examples cultural letter

paradigmatic
dimension

Please note that our metaphor specifies neither the language ele-
ments (words, terms, phrases etc.) nor the relation between the present
elements and their expansions. The only constraint is that expansions
in the paradigmatic relation share some commonality with their re-
spective element. As de Saussure (1959, p.125) already states: “Mental
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association creates other groups besides those based on the compar-
ing of terms that have something in common; through its grasp of
the nature of the relations that bind the terms together, the mind cre-
ates as many associative series as there are diverse relations.” From
an application-based perspective in Natural Language Processing, it
is easy to imagine that some of such relations might prove more use-
ful than others when operationalizing the two-dimensional text for a
given task. Further note that expansions in the paradigmatic dimen-
sion need to be contextualized to the present language elements. For
example, in the sentence “almost all old subject case forms disap-
peared in French”, “subject” would be expanded differently than is
shown in Figure 1.

Many decades after the foundational work of Ferdinand de Saus-
sure, Zellig S. Harris formulated his distributional hypothesis:

The distribution of an element is the total of all environments in
which it occurs, i.e. the sum of all the (different) positions (or occur-
rences) of an element relative to the occurrence of other elements. Two
utterances or features will be said to be linguistically, descriptively, or
distributionally equivalent if they are identical as to their linguistic el-
ements and the distributional relations among these elements. (Harris,
1951, pp. 15f.)

Harris (1951) used the term environments to denote the language
elements that stand in a syntagmatic relation to the element that is
characterized. Note that an environment is not a language element,
but an arbitrarily complex structure. However, we will approximate
the environment with a tuple consisting of language elements and the
syntagmatic relation, which we will call a context feature.

Whereas the distributional hypothesis was defined in the context
of structural linguistics and originally formulated in order to identify
phonetic variants of the same phoneme, it was not operationalized
for computational semantics and cognitive science until about four
decades later. After departing from an absolute notion of synonymy
and instead focusing on semantic similarity as a graded notion, the
strong contextual hypothesis of Miller and Charles (1991) states that
“Two words are semantically similar to the extent that their contex-
tual representations [context features] are similar”. This suggests the
following approach: using large text corpora to collect context features
for language elements and comparing the extent to which these lan-
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guage elements share the same context features. This provides a way
to compute semantic similarity without resorting to dictionary defini-
tions or lexical resources. Miller and Charles (1991) were able to show
that human judgments on semantic similarity as pioneered by Ruben-
stein and Goodenough (1965) correlate highly with the similarity of
their context representations.

With the advent of large text corpora and reasonably precise
methods to automatically assign grammatical structure to sentences,
it became possible to compute term similarities for a large vocabulary
(Ruge, 1992). Lin (1998) computed a distributional thesaurus (DT) by
comparing context features defined over grammatical dependencies
with an appropriate similarity measure for all reasonably frequent
words in a large collection of text, and to evaluate these automati-
cally computed word similarities against lexical resources. Entries in
the DT consist of a ranked list of the globally most similar language el-
ements (here: words) per language element of interest, which we call
the target. While the similarities are dependent on the instantiation of
the context feature as well as on the underlying text collection, they
are global in the sense that the DT does not provide similarities with
respect to particular occurrence of a target, but rather aggregates over
all occurrences of the target and its similar elements.

We will build on the notion of the distributional thesaurus in our
work, use the DT entries to populate the second dimension in the
two-dimensional text representation, and move from the global no-
tion of similarity to a contextualized version, which allows performing
context-dependent text expansion for previously unseen target occur-
rences.

A similar review of the connection of de Saussurian linguistics
and distributional similarity was presented in Sahlgren (2006). While
Sahlgren motivated vector-space approaches to modeling meaning, we
would like to stress that the two-dimensional text metaphor has not
previously been employed as an approach to statistical semantics.

1.2 Related work

There has been a steady increase of interest towards incorporating dis-
tributional similarity into Natural Language Processing applications,
particularly into language models. Whereas the workhorse of language
modeling — the n-gram model - is a reliable and well-understood com-
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ponent in NLP systems, it models only very local properties of lan-
guage and has been shown to be inadequate to grasp semantic dimen-
sions of language such as ambiguity and synonymy (Biemann et al.,
2012).

Since local syntax could be modeled with a simple n-gram model,
a desire to model semantics in a similarly straightforward fashion (i.e.
trained from a background corpus without the need for linguistic the-
ories, rule bases or knowledge bases) sparked a large body of research
on semantic modeling. This includes computational models for topi-
cality (Deerwester et al., 1990; Hofmann, 1999; Blei et al., 2003), and
language models that incorporate topical (as well as syntactic) infor-
mation (Boyd-Graber and Blei, 2008; Tan et al., 2012). In the Com-
putational Linguistics community, the vector space model (Schiitze,
1993; Turney and Pantel, 2010; Baroni and Lenci, 2010) is the preva-
lent metaphor for representing word meaning. Vector space operations
can be represented as vector and matrix operations, which makes this
easily implementable due to the availability of tools such as MATLAB
and libraries such as the GNU Scientific Library.

We do not agree that “nouns are vectors, and adjectives are ma-
trices” (Baroni and Zamparelli, 2010), although they can of course be
represented in these or similar ways. While vector space representations
are becoming increasingly successful in modeling natural language se-
mantics, vectors are typically too sparse and too highly dimensional
to be used in their canonical form, and do not (naturally) encode rela-
tions beyond undifferentiated co-occurrence. We argue that there is no
need to explicitly model non-existing relations, which would be zeros
in the vector representation. We posit that it is only worthwhile stor-
ing properties for words or concepts if those same properties would
be explicitly represented (non-zero) in a sparse representation.

Baroni and Lenci (2010) propose to store word-link-word triples
in a tensor, and to produce vector spaces of various flavors by projec-
tion. While this model is a significant step towards a more generalized
representation of (structured) vector spaces, it lacks the capability to
address relations of higher complexity than single relations. Since in
operationalizaton, similarity computations are carried out on pairs,
we pursue a slightly different route in our holing system (see Section
2.1): we refrain from storing the tensor, and directly produce pairs
from the observed structures in the text. Our formulation is thus able
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to produce the same behavior as the proposal of Baroni and Lenci
(2010), but is more flexible and generic.

While computing semantic similarity on the basis of a background
corpus produces a global model, which e.g. contains semantically simi-
lar words for different word senses of a target word, there are a number
of works that aim at contextualizing the information held in the global
model for particular occurrences. This is a similar task to word sense
disambiguation against a lexical resource (Lesk, 1986), but without
presupposing the existence of such a resource.

With his predication algorithm, Kintsch (2001) contextualizes the
Latent Semantic Analysis (LSA) model (Deerwester et al., 1990) for N-
VP constructions by spreading activation over neighborhood graphs
in the latent space. The Latent Dirichlet Allocation (LDA) model (Blei
et al., 2003) uses an inference step in order to adjust the topic distri-
butions of the target occurrences. In particular, the question of oper-
ationalizing semantic compositionality in vector spaces (Mitchell and
Lapata, 2008) received much attention and triggered shared evalua-
tion tasks (Biemann and Giesbrecht, 2011; Padé and Peirsman, 2011):
how can the (vector) representation of two lexical items be combined
in context to yield an appropriate representation of their combination?
Mixed results in favor of one or the other combination or mutual con-
textualization method (Mitchell and Lapata, 2008; Giesbrecht, 2009;
Guevara, 2011) either indicate a dependency on the particular task,
or raise questions regarding the representation itself.

Today’s vector space representations suffer from two major short-
comings. First, size issues have to be handled with singular value de-
composition (Golub and Kahan, 1965),! random indexing (Sahlgren,
2006) or other necessarily lossy dimensionality reduction techniques.
Alternatively, efficient representations based on hashing functions
(e.g. Goyal et al., 2012) are employed to keep model estimation and
computation at application time feasible. These issues arise as the
word space is highly dimensional, and more structured variants (Padé
and Lapata, 2007) that incorporate grammatical relations into the
model lead to a further increase in the number of dimensions. Sec-
ond, and more importantly, vector space models are not generative:

I The singular value decomposition is an algebraic factorization, which is
used in LSA.
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while impressive results are obtained when ranking a set of given
alternatives by similarity of vector representation and context (e.g.
word sense discrimination, Schiitze 1998, synonyms, Rapp 2003, para-
phrases, Erk and Padé 2008, word sense disambiguation, Thater et al.
2011), these tasks presuppose an existing list of alternatives to begin
with.2 Ideally, the alternatives should also originate from the model
itself so as to avoid the manual creation of lexical resources for each
language or application domain. We stress the need for a model that
not only is able to rank given alternatives, but is also able to produce
them.

2 OPERATIONALIZING SEMANTIC SIMILARITY

In this section, we describe how to operationalize semantic similarity.
We describe a scalable and flexible computation of a Distributional
Thesaurus (DT), and the contextualization of distributional similar-
ity for specific occurrences of language elements (i.e. words). Care is
taken to abstract away from particular preprocessing tasks needed for
a given data set and from particular measures of similarity. Further,
no assumptions regarding the size of the vocabulary nor the memory
of the processors are made. For related works on the computation of
distributional similarity, see Lin (1998), Gorman and Curran (2006),
Lin and Dyer (2010), inter alia.

2.1 Holing system

To keep the framework flexible and abstract with respect to the pre-
processing that identifies structure in language material (e.g. text or
speech), we introduce the holing operation. Given a particular obser-
vation (structural representation) that has previously been extracted
from the text (e.g. a dependency parse or an n-gram representation),
the holing operation creates two distinct sets of observations: language
elements (also referred as terms), and their respective context features.
These two sets of observations form the basis for the computation of
global similarities (Section 2.2) and for their contextualization (Sec-
tion 2.3). Note that the holing operation is necessarily coupled to the

2 Looping over the entire vocabulary to remove this restriction is neither com-
putationally feasible nor plausible.
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particular structural representation created by the pre-processing step,
but all further steps towards contextual similarity abstract away from
such pre-processing and operate on the same representation.

In the general case, an observation on the syntagmatic structure
can be represented as an n-tuple containing an identifier of the obser-
vation, and the language elements that are part of the observation. We
shall use the following sentence as the basis for examples:

Sentence: I gave a book to the girl
Positions: 1 2 34 5 6 7

2.1.1 Observations

Let us now look at two different observations: dependency parses
and token 4-grams. The collapsed dependency parse (Marneffe et al.,
2006) yields the following list of observations:

a) Dep.Parse:
(nsubj;gave,;I,), (det;book,;a;), (dobj;gave,;book,),
(det;girl,;theg), (prep_to;gave,;girl,)

Another pre-processing step that e.g. splits the language material
into token 4-grams could produce these observations on the same sen-
tence:

b) 4-gram:

($0;I1;9avey;a3), (Ij;gave,;as;booky),
(gave,;asz;booky;tos), (as;book,;tos;theg),
(book,;tos;thes;girl;), (tos;theg;girl;;$g),
(theg;girl;;$5;%9)

2.1.2 Holing operation

For a given set of observations extracted during pre-processing, a
holing operation has to be defined that performs the split into lan-
guage element(s) and context features. In the following examples the
language element will be a word. However, the holing operation is
not restricted to single words: arbitrary binary masks to define the
parts of the observation tuples can be applied. For our example, we
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assume that we want to characterize single observed words a) by the
dependency relation and the word it is connected to, and b) by the
surrounding 4-gram context, where the observed word is located at
the second position in the 4-gram. Further, we want to characterize
pairs of observed words c) by their connecting two-edge dependency
path. The application of the holing operation results in a set of pairs
< x,y > that identify the holing operation, as well as the parts it
results in. The position of the language element x in its context tuple
y is indicated by the hole symbol “@”. For the single word examples,
this could look like this:

a) Dep.Parse:

<I, ,(nsubj;gave,;@)>, <gave,, (nsubj;@;I,)>, <book,, (det;@;az)>,
<az, (det;book,;@)>,..., <gave,, (prep_to;@;girl;)>,

<girl,, (prep_to;gave,;@)> .

b) 4-gram, second position:
<Ilr ($o;@,gaVezFa3)>, <gaV62, (Il;@;aS;b00k4)>/
<as, (gave,;@;book,;tos)> , ..., <girl,, (theq;@;%5;%$9)> .

For characterizing the pairs, the first part of the tuple is actually an
ordered pair, and the second part contains two holes:

c) Dep.Parse two-edge paths:

<(I;,book,), (nsubj;gave,;@;;dobj;gave,;@;)>,
<(I;,9irl;), (nsubj;gave,;@,;prep_to;gave,;@;)>,
<(gave,,a3), (dobj;@,;book,;det;book,;@,)>,

<(gavey, theg), (prep_to;@,;girl;;det;girl;;@,)>,
<(book,,girl;), (dobj;gave,;@,;prep_to;gave,;@,)> .

Note that a single observation can result in multiple pairs, as
shown in a), where a dependency produces two pairs. Also, some ob-
servations need not produce any pairs, e.g. when deciding to exclude
the det dependency relation, or constraining contexts along particular
relations (cf. Lee, 1999).

The result of the holing operation, i.e. the list of pairs as shown
above, is the only representation that further steps operate on. The
pairs fully encode observed language elements and their contexts. For
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the computation of distributional similarity, the positional indices will
be ignored, but they are required for the contextual expansion step.

The representation as shown here is more general than represen-
tations used by e.g. Lin (1998) and Curran (2004): whereas these pre-
vious works only allow a single term to be characterized with fea-
tures, we allow arbitrary splits over arbitrarily complex observations,
as shown in example c). This gives rise to the comparison of pairs, as
e.g. conducted by Turney and Littman (2005) for extracting analogies
of semantic relations in what they call relational similarity.

For the remainder of this paper, however, we mostly stick to the
notion of attributional similarity, which is the basic element of the two-
dimensional text expansion described above.

2.2 MapReduce for similarity computation

We now describe an implementation of the similarity computation
for the Distributional Thesaurus (DT) based on the Apache Hadoop
MapReduce framework,® which allows parallel processing of large
(textual) data. The principle, developed by Dean and Ghemawat
(2004), uses two steps, namely Map and Reduce. The Map step con-
verts input text to key-value pairs, sorted by key. The Reduce step
operates on all values that have the same key, producing again a
data table with a key. As these steps do not require a global informa-
tion flow, many Map and Reduce steps can be executed in parallel,
allowing the system to scale to huge amounts of data. Further, we
use Apache Pig,* a query language similar to SQL that allows us to
perform database joins, sorting and limit operations on Hadoop data
tables. To explain the workflow, we will refer to a holing system that
extracts single terms as language elements for simplicity. However,
the same workflow can be executed for more complex holing systems.

The data flow of the DT is illustrated in Figure 2. The example
shown in this workflow uses a text file as input, where each line con-
tains one sentence. The first MapReduce step in the workflow, called
the Context Feature Extractor, implements a single holing operation as
described in Section 2.1. For example, in Figure 2, the language ele-
ment (which we will also call a term) is a word, concatenated with

3 http://hadoop.apache.org
4http ://pig.apache.org/
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Figure 2:
Workflow of the
data processing
using MapRe-
duce
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the corresponding part-of-speech; and the context feature is the de-
pendency relation. Note that positional offsets are dropped here. For
different holing operations (e.g. dependencies or 4-grams as in the
previous section), the computation is executed separately.

In the next step, the frequencies of terms (Language Element Count)
and single contexts (Feature Count) are collected, as they are needed
to calculate the significance of each feature-term pair. For this work,
we implemented different significance measures in Frequency Signifi-
cance Measure and evaluate them in Section 3.2. For computing these
measures, the tables produced by Language Element Count and Fea-
ture Count are joined to the table holding frequencies of term-feature
pairs using an Apache Pig script. For a similar computation of word
co-occurrences, Lin and Dyer (2010) propose to load the single fre-
quencies into memory to avoid the join operation and to speed up the
overall computation. While this works for a limited (albeit large) vo-
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cabulary of terms when carefully tuning the number of Mappers per
computation node, this imposes a severe limitation on the number of
(arbitrarily complex and productive) context features, which is why
we do not adhere to this design pattern.

There are a total of three parameters for pruning the data during
the Pruning step: t as a lower bound for the term-feature counts, s as a
lower bound for the score of the respective significance measure, and
p regulating the maximum number of context features per term. We
argue that it is sufficient to keep only the p most salient features per
term, as features of low saliency generally should not contribute much
to the similarity of terms, and also could lead to spurious similarity
scores. These pruning steps are especially important when using large
data sets. The influence of the parameters on the quality of the DT will
be examined in detail in Section 3.2.

Afterwards, all terms are aggregated by their features (Aggregate
Per Feature), which allows us to compute similarity scores between all
terms that share at least one feature (Similiarity Count). Here, we skip
very frequent features (such as determiner modifiers), as they do not
contribute meaningfully to similarities despite increasing computation
time.

In comparison, Lin (1998) and Curran (2002) specify the simi-
larity of terms using an “information” formula for each term-context
relation and then calculate the similarity between terms using similar-
ity measures. We show our similarity measure, as well as the measure
used by Lin (1998) and a measure recommended by Curran (2002) in
Table 1.

Function f(.) returns the frequency of the selected element and
p(.) returns the probability. In contrast to the notation of Lin and
Curran, we combine the relation name and the feature elements. To
formulate Lin’s information measurement in this notation, we define a
relation(.) function, which extracts only the relation name for a given
context feature, and a feature(.) function, returning all features for
a term. Comparing our approach to other distributional similarity
measurements (cf. Lee, 1999; Lin, 1998; Weeds, 2003), we do not
need a “two-staged” formula, but can directly calculate the similar-
ity by counting the overlap of features of two terms. This has the
advantage that we do not need to calculate similarities between all
pairs. Additionally, using only the p features per term having the
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Information measurements

Lin’s formula | I(term,feature) = lin(term, feature) =
f (term, feature)xf (relation(feature))
>'(f (word, relation(feature)) f (word)

=log

Curran’s t-test | I(term,feature) = ttest(term,feature) =
— p(term feature)—p(feature)*p(term)

4/ p(feature)*p(term)

Similarity measurements

2 efeaturestey Infeatures(ey) L (E1, )FI(E2,£))
ZfEfeamres(rl) I(tl’f)+2fefeamres(tv2) I(Wz’f)

Lin’s formula | sim(tq,t,) =

Zfefeatures(tl )Nfeatures(ty) min(l( t ’f ),I(fz :f ))
Zfefeatures(rl )Nfeatures(tg) (I(tl ;f )+I(t2 ;f ))

Curran’s dice | sim(t;,t;) =

Our measure SIm( ty, t2) = Zf efeatures(t, )Nfeatures(ty) 1

Ww. ﬁltering Sim(tl, tz) = Zferankedfeatures([1,p)ﬂrankedfeamres(tz,p) 1
F(e)>tAf(tr)>t

score(f )>sAscore(f)>s

highest significance scores (which are retrieved using the function
rankedfeatures(term, p)) speeds up our approach tremendously and acts
as a noise filter.

This constraint makes this approach more scalable to larger data,
as we do not need to know the full list of features for a term pair at
any time. As we will demonstrate in Section 3, this simplification does
not impair the quality of the obtained similarities, especially for very
large corpora.

The last step sorts the list by term and by descending score. To re-
duce the size of the output, only the most similar n terms per entry are
kept. The overall computation results in second order (paradigmatic)
similarity scores that are ready to be imported to a storage database,
as to be accessible for the contextualization component. Further, we
store the first order (syntagmatic) significant pairs < x, y >, together
with their significance score, as we will need them for contextualiza-
tion.

Our small Hadoop cluster (64 cores on 8 servers) was able to per-
form the entire computation (excluding pre-processing, i.e. parsing) of
our similarity measure for the whole vocabulary of our largest corpus
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of 120 million sentences in well under a day. Within our framework,
we also provide Pig scripts for the computation of other similarity
measures (cf. Table. 1), although they take much longer to compute.
The implementation is available via the JoBimText® project as open-
source software under the ASL 2.0 for download.

2.3 Contextualizing distributional similarity

Now, we explore a way of contextualizing semantic similarity. The
task of contextualization is cast as a ranking problem (in accordance
with most literature on lexical substitution): given a set of candidate
expansions as provided by the DT, we aim at ranking them so that
the most similar terms in context will be ranked higher. Intuitively,
candidates that are not compatible with the given context should be
ranked lower, whereas candidates that fit well should land on top of
the list.

When expanding a target, we run the holing system on the lexi-
cal material containing our target, and select all pairs < x, y > where
x =target. Further, we obtain a set of candidate expansions X’ by se-
lecting the most similar n terms from the DT entry of the target. For
each pair, we iterate over the elements x’ in X’ and retrieve the signifi-
cance score of < x’, y >. If the candidate expansion has been observed
in the context of y before, this will result in a positive score. If the
candidate has not been observed, it is probably incompatible with y
and gets assigned a score of 0 for this context. In this way, each can-
didate x’ gets as many scores as there are pairs containing x in the
holing system output. An overall score per x’ is then calculated as the
harmonic mean of the add-one-smoothed single scores. Smoothing is
necessary to be able to rank candidates x’ that are not compatible with
all contexts.

In Figure 3, we illustrate this using the noun target “cold” in the
sentence “I caught a nasty cold”. Our dependency-parse-based holing
system produced the following pairs for “cold”:

<colds, (amod;@; nasty,)>, <colds, (dobj;caught,;@)> .

The top 10 candidates for “cold” as a noun are X’ = <{heat,
weather, temperature, rain, flue, wind, chill, disease}. In Figure 3,
the scores per pair are listed: e.g. the pair <heat, (dobj;caught;@)>

5 http://sourceforge.net/p/jobimtext/wiki/Home/
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‘42.0” 0 H 0 H10.8H89.9H454.4H8.6H 59.2 ‘

‘ heat H weather H temperature H rain H flu H wind H chill H disease ‘

‘6.3 H 139.4 H 0 H 0 le.oH 0 H 0 H 27.9 ‘

+1 smoothed
harmonic mean

‘ 12.5 H 1.98 H 1 H 1.84 HZZ]H 1.99 H l.SlH 39.05 ‘

rank

Figure 3: Contextualized ranking for target “cold” in the sentence “I caught a
nasty cold” for the 10 most similar terms from the DT (here: 10 million sentences,
LML, p =1000)

has a Lexicographer’s Mutual Information (LMI) score of 42.0, the
pair <weather, (amod;@;nasty)> has a score of 139.4, and the pair
<weather, (dobj;caught;@)> was not contained in our first-order
data. Ranking the candidates by their overall scores as given in the
figure, the top three contextualized expansions are “disease, flu, heat”,
which are compatible with both pairs. For n=200, the ranking of
fully compatible candidates is: “virus, disease, infection, flu, problem,
cough, heat, water”, which is clearly preferring the disease-related
sense of “cold” over the temperature-related sense.

Context features differ in their usefulness: a context feature like
(det; @; a) is much less useful for ranking expansions than con-
text features with more specific language elements, such as (amod;
tasty; @), which e.g. selects edibles and thus could distinguish be-
tween “Turkey” the country and “turkey” the bird. To compensate for
this effect, we found it advantageous to divide the score by the corpus
frequency of the context feature language element, and to only take
context features containing content words (i.e. nouns, verbs, adjec-
tives) into account. Of course, many more weighting schemes would
be possible.

Iterating the per-word expansion over the whole sentence to ex-
pand all the terms yields a two-dimensional contextualized text.
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3 EVALUATING TWO-DIMENSIONAL TEXT

Directly evaluating the quality of a (non-contextualized) DT is in-
trinsically hard. It is known that distributional similarity somewhat
reflects semantic relations in lexical resources, but it is clear that a
DT will never correspond exactly to a lexical resource, e.g. for the
reasons of vocabulary mismatch, skewed word sense distributions in
the underlying collection and rare senses in the resource, cf. Cur-
ran (2002) and Henestroza Anguiano and Denis (2011). We follow a
pragmatic approach and evaluate DTs of different parameterizations
against WordNet, using a new path-based approach. While the afore-
mentioned shortcomings make it hard to draw conclusions about the
absolute quality of the DTs, our evaluation methodology still allows
to compare DTs relatively to each other.

Regarding the contextualization, we chose to evaluate our tech-
nique in lexical substitution tasks. We stress again that — as compared
to previous methods — we do not use a lexical resource for substitution
candidates, but generate them using the DT. Therefore, our overall
system solves a harder task than merely ranking a given set of alter-
natives.

Finally, we show how to apply our two-dimensional text process-
ing to an existing NLP system that performs part-of-speech tagging in
Section 3.4. In the same way, other existing NLP components could be
extended by this two-dimensional representation.

3.1 Data sets and methodology

For DT evaluation, we use a word list of English nouns of varying fre-
quency. For evaluation of the contextualization, we use two different
lexical substitution data sets. We briefly describe the two datasets and
the metrics we used in each case:

+ 1000 frequent and 1000 infrequent nouns using WordNet
path similarity
To evaluate our method under several parameter settings and
against previous measures, we use the list of 1000 frequent and
1000 infrequent nouns from the British National Corpus previ-
ously employed in Weeds (2003). To calculate similarity scores
between these target words and the most similar words in the dis-
tributional thesauri, we use the WordNet::Similarity path measure

[ 71 1]



Chris Biemann, Martin Riedl

(Pedersen et al., 2004). For pairs of words that are members of
several synsets, we use the shortest path between them. While the
path measure has been criticized because of the varying granu-
larity in different regions of WordNet, it is well-suited for relative
comparison and has an intuitive interpretation: two words are
fairly similar if the shortest route between them is small, and are
less similar if the shortest route between them is long.

+ Lexical Substitution Task 2007 dataset (LexSub)

The LexSub® data were introduced in the Lexical Substitution task
at Semeval 2007 (McCarthy and Navigli, 2009). It consists of 2010
sentences for a total of 201 target words (10 sentences for each
word). For each target in context, five English native speaker an-
notators were asked to provide as many paraphrases or substi-
tutions as they found appropriate. This way, valid substitutions
are assigned a weight (or frequency) which denotes how many
annotators suggested that particular word. We used the evalua-
tion methodology as provided by the task organizers, tuned our
approach on the trial data (300 sentences), and evaluated on the
official test data (1710 sentences).

3.2 Distributional similarity

For computing the DT, we used newspaper corpora of up to 120 mil-
lion sentences (about two gigawords), compiled from freely available
corpora from LCC” and from the Gigaword corpus (Parker et al., 2011).
We examine the influence of the corpus size by computing DTs on cor-
pora of different magnitudes, and evaluate the influence of parameters
and significance measures.

3.2.1 Evaluation methodology
In this work, two different holing systems were used in the first step

of the DT computation:

+ As a simple baseline holing system, we employ token bigrams: for
each token, the preceding and the following word are used as con-

6http://nlp.cs .swarthmore.edu/semeval/tasks/task10/data.
shtml

7Leipzig Corpora Collection, http://corpora.uni-leipzig.de,
(Richter et al., 2006).
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text features. This holing system uses information that is equiva-
lent to the information available in a bigram language model.

» As a more informed holing system, we use collapsed dependency
parses from the Stanford parser,® as depicted in Figure 2 and as
described in Section 2.1.

To avoid confusion between words with different part-of-speech
(POS) tags, we do not use the word itself, but rather the lemmatized®
word combined with a POS tag!© for both holing systems.

For all corpora, we only calculated similarities based on single
word expressions and did not address multiword expressions, which is
subject to further work. For this reason, we ignored multi-word entries
in our evaluation data sets entirely.

3.2.2 Evaluation of DT parameters

In an initial exploration, we use 10 million sentences from the LCC
to compute DTs for different parameters. We do not filter on occur-
rence frequency ¢ and significance thresholds s, but merely vary the
number of context features per term p. This parameter has a direct
consequence for the run-time of the DT computation and the interme-
diate and final disk space.

To rank context features by their significance, we compare three
significance measures, ! two of which we show in Table 2:

« PMI Pointwise Mutual Information: a widely used significance
measure since its introduction to NLP by Church and Hanks
(1990).

» LMI Lexicographer’s Mutual Information (Kilgarriff et al., 2004),
also known as Local Mutual Information (Evert, 2005): since PMI
is known to assign high significance scores to pairs formed by
low-frequent items, the LMI measure tries to balance this by mul-
tiplying the PMI score with the pair frequency.

8http ://nlp.stanford.edu/software/lex-parser.shtml,
(Marneffe et al., 2006).
9The verbs, nouns and adjectives are lemmatized, using a Compact Patricia
Trie classifier (Biemann et al., 2008) trained on the verbs, nouns and adjectives.
10 As produced by the Stanford parser.
rora comparison of measures, see e.g. Evert (2005) and Bordag (2008).
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+ LL Log-likelihood: also a widely used measure since it was intro-
duced by Dunning (1993), known to be less susceptible to over-
estimation of low frequency pairs. We omit its lengthy expanded
formula here, which can be found e.g. in Bordag (2008).

Table 2:
. g _ f (term feature)
Significance measures used PMI | PMI(term,feature) = log, ( 7 (erm) Geature) (feawre))
to rank the term feature
pairs LMI | LMI(term,feature) = f (term, feature)log, (}%)

The results are calculated based on the 1000 frequent and 1000
infrequent target nouns. Average WordNet path similarities are com-
puted between the target and the highest-ranked 5 and 10 words in its
DT entry that occur in WordNet. For words invoking several synsets,
we compute all possible pairs and use the minimal path distance. The
results for the 1000 frequent nouns are shown in Table 3.

Note that the PMI measure does not play well with our pruning
scheme regulated by the p parameter: while the other two measures
yield very similar scores, PMI produces clearly inferior results. This
confirms previous observations that PMI overestimates context fea-
tures with low frequency: these context features might characterize
the terms extremely well, but are too sparse to serve as a basis for the
computation of second-order similarity (cf. Bordag, 2008). For high-
frequency words, the most significant context features ranked by PMI
are largely rare contexts of high specificity, whereas for low-frequency

Table 3: Wordnet Path Similarity for 1000 frequent nouns for DTs computed on
10 million sentences

Top Sign. max number of context features p
words  Meas. 10 100 300 500 1000
top10 LL | 0.04178 0.25744 0.27699 0.27635 0.27574

top10 LMI | 0.03636 0.25449 0.27746  0.27554 0.27530
topl0 PMI | 0.00000 0.00213 0.04480 0.09104 0.16877
top5 LL | 0.12034 0.29345 0.31106 0.31515 0.31182
top5 LMI | 0.11666 0.29272 0.31378 0.31307 0.31028
top5 PMI | 0.00000 0.00510 0.05836 0.11063 0.19268
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words, this problem is less severe since there are fewer contexts to
begin with, and so the top 1000 PMI contexts contain enough context
features to produce similarities almost on par with the other measures.

More interestingly, there seems to be an optimal value for p, as
more context features apparently do not improve the similarity and
the highest values are obtained for p =300 in this experiment. How-
ever, degradation for larger values of p is small. Values for average
path similarities over the top 5 words are consistently higher than for
the top 10 words, indicating that the ranking is valid with respect to
semantic closeness.

Looking at the results of the infrequent nouns (see Table 4), we
observe much lower average values throughout.

This is partially due to the words in the given noun list that do not
have an entry in the DT at all; but more plausibly the lack of overall
data for these words causes less reliable similarities. A further reason
is the incomplete WordNet coverage for senses that are dominant in
our collection. For example, the word anime belongs to two synsets: “a
hard copal derived from an African tree” and “any of various resins or
oleoresins”, whereas an entry for anime in the sense of the Japanese an-
imation movie is missing. The entries of the DT using LMI and p = 500
contains “novel, music, manga, comic, cartoon, book, film, shows, sci-
fi”, which all receive a low score. For infrequent words, the difference
between PMI and the other measures is much less pronounced, yet we
can still safely conclude from these experiments that PMI is not the
optimal measure in our setup.

Table 4: Wordnet Path Similarity for 1000 infrequent nouns for DTs computed
on 10 million sentences

Top Sign. max number of context features p
words  Meas. 10 100 300 500 1000
topl0 LL | 0.03252 0.18560 0.20426 0.20572 0.20238

topl0 LMI | 0.03349 0.18516 0.20315 0.20577 0.20373
topl0 PMI | 0.00000 0.05892 0.14757 0.16597 0.16931
topS LL | 0.09268 0.21497 0.23231 0.23680 0.23108
topS LMI | 0.09469 0.21512 0.23208 0.23541 0.23179
top5 PMI | 0.00012 0.10502 0.17446 0.18966 0.19318
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For the next experiment, we examine the influence of corpus size
and the difference between using dependency parses or neighboring
tokens, again evaluating against our set of frequent and infrequent
nouns using WordNet path similarity. Figure 4 displays the average
WordNet path similarity score for the top-ranked five words for the
1000 frequent nouns (infrequent nouns show qualitatively similar re-
sults).

Dependency Parse Features Left and Right Neighbor Features

025 0.30

Averaged Wordnet Path Score

020

T T T T
100k R 10M 120M ™ 10M 120M

Size of Dataset Size of Dataset

Figure 4: Corpus size vs. WordNet path similarity for different max. numbers of
context features p, comparing LMI and LL measures, for two holing systems

As a general trend, larger corpora call for larger p — an effect
that is especially pronounced for the token bigrams: whereas p = 100
produces the best results on the 1M sentence corpus, p = 300 excels
for 10M sentences and the best scores overall for 120M sentences are
obtained with p = 1000. However, differences between p = 500 and
p = 300 respectively p = 1000 are small, so choosing p in the range of
500-1000 can be recommended for very large corpora. Comparing the
holing systems, the dependency parse features result in much higher
performance for small corpora, but do not outperform bigram features
on large corpora by a great extent. This is consistent with a previous,
similar evaluation by Curran (2004).

To support our qualitative observations, we list the DT entries for
the LL measure and p =1000 for the frequent noun “answer” and for
the rather infrequent noun “tint” for different corpus sizes in Figures 5

[ 76 1]



Text: now in 2D

Target: answer

r 100K WP 1M WP 10M WP 120M WP
1 question 1/5 solution 1 solution 1 explanation 1/3
2 reason 1/4 outcome 1/7 response 1 response 1
3 solution 1 explanation 1/3 explanation 1/3 reply 1
4 guy 1/11 way 1/6 question 1/5 solution 1
5 deal 1/4 excuse 1/6 reply 1 conclusion 1/4
6 decision 1/7 reaction 1/4 information 1/4 description 1/3
7 money 1/10 response 1 thing 1/3 question 1/5
8 plan 1/10 copy 1/6 rationale 1/12 information 1/4
9 story 1/4 thing 1/3 choice 1/6 remedy 1/10

10 goal 1/9 truth 1/3 reason 1/4 retort 1/3
? 0.25 0.41 0.46 0.48

Figure 5: DT entries for “answer” with WordNet path similarities (WP), compar-
ing different corpus sizes from 100K sentences up to 120M sentences

Target: tint

rank 100K WP 1M WP 10M WP 120M WP
1 - - button 1/12 color 1/2 hue 1/5
2 - - clothing 1/13 hue 1/5 shade 1
3 - - meat 1/10 tone 1 color 1
4 - - suit 1/12 shade 1 tinge 1/2
5 - - arrow 1/12 tinge 1/2 shading 1/14
6 - - beer 1/16 hair 1/10 texture 1/4
7 - - berry 1/14 glow 1/7 tone 1
8 - - blazer 1/18 haze 1/11 coloration 1/3
9 - - box 1/10 light 1/4 palette 1/8
10 - - carpet 1/12 odor 1/5 patina 1/14
(4] 0 0.08 0.40 0.41

Figure 6: DT entries for “tint” with WordNet path similarities (WP), comparing
different corpus sizes from 100K sentences up to 120M sentences

and 6. We provide the WordNet path similarities in fractional notation,
where 1/x indicates a path length of x — 1 between target and similar
term.

It is apparent that for a frequent word like “answer”, already a
small collection can produce some reasonable top-ranked words, yet
the list quickly degrades for 100K and 1M sentences. A typical effect
for the largest of our corpora is illustrated with “retort”, which is about
20 times less frequent than “answer”, yet can collect enough signifi-
cant contexts to enter its top 10 list. We frequently observed rather
rare hyponyms and co-hyponyms of targets in the DTs computed from
120M sentences, which tremendously increases coverage for applica-
tions.

Looking at another example, the noun “tint” is too infrequent to
receive any entry in the 100K sentence DT, and has a rather random
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collection of words for 1M sentences, stemming from the shared ad-
jective modifier “dark”. The larger collections produce quite suitable
lists, again with a higher specialization for the 120M sentence corpus.

Next, we compare our similarity measure to similarities based on
Lin’s and Curran’s measures, as introduced in Section 2.2. For both LL
and LMI, we fixed p = 1000.

According to the results shown in Table 5, we can see that our
method leads to much better results for frequent words.

In the evaluation of the 100k sentence dataset we observe that
Lin’s measure beats all other measures for the frequent words. For
this small corpus, our measure is the second best measure and Cur-
ran’s measure leads to the lowest scores. For infrequent nouns, our
approach produces the best results for this dataset. For the 120M sen-
tence dataset, Lin’s measure and our measure produce similar results,
with our method being at slight advantage. Curran’s measure shows
inferior performance. We can observe that all measures improve when
based on larger data. It seems surprising that our comparably simple
measure matches and outperforms, respectively, two well-established
measures from the literature. We will spend the remainder of this sec-
tion discussing possible reasons.

Since Lin’s measure was optimized on a much smaller corpus of
about three million sentences using a different parser in Lin (1998),

Table 5: Wordnet Path Similarity for 1000 frequent and 1000 infrequent nouns,
computed on 100K and 120M sentences comparing our measure to measures by
Lin (1998) and Curran (2002)

corpus  Freq./ Top Other methods Our method

size infreq.  words Lin Curran LL LMI

100k freq top 10 | 0.21322 0.17779 0.19566  0.19645
100k freq top 5 0.23295 0.18031 0.20736  0.20798
100k infreq top 10 0.08186  0.09565 | 0.12239  0.12213
100k infreq top 5 0.10128 0.10164 | 0.12759 0.12683
120M freq top 10 0.27874  0.25429 0.28270 0.28339
120M freq top 5 0.31742  0.28355 0.32479  0.32679
120M  infreq top 10 0.21480 0.17829 | 0.22139 0.21902
120M  infreq top 5 0.24640  0.19490 0.25773  0.25798
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it seems to be reasonable to assume that the factor regarding the fre-
quency of the relation f (relation(feature)) (cf. Table 1) suppresses the
influence of noise, but at the same time puts too much emphasis on
frequent relations, which prevents a more fine-grained characteriza-
tion of items by features. This is also confirmed by the results based
on the 100k dataset. Our measure, on the other hand, increases in
quality when more evidence (higher frequency) is available, which
results in higher quality overall as collections are scaled up, and the p
parameter on the number of characterizing features takes care of the
noise.

Curran’s measure was optimized on a collection larger than that in
Lin’s work, measuring about 300 million words (15 million sentences,
Curran 2002), which is still about one order of magnitude smaller
than our large corpus. Surprisingly, we could not confirm that Curran’s
measure performs better than Lin’s measure (Curran, 2002).'2 This
might be explained by the use of a different parser and different test
words. Additionally, Curran uses a different evaluation method, as he
compares his DT against entries from a combined set of entries taken
from various thesauri, and only using a small number of nouns.

Wrapping up the DT evaluation, we can state that the most im-
portant factor for obtaining a high-quality DT is the amount of data.
Comparing our proposal with existing measures, we feel that the ef-
fectiveness of semantic similarity measures on large corpora has been
reconfirmed: on more data, simpler measures perform as well or even
better than measures that were intended to give good results for small
collections — an insight similar to that described in the seminal work
of Banko and Brill (2001) for machine learning methods.

When using our measure, which is highly optimized for speed of
computation, a suitable significance measure for ranking context fea-
tures is required: measures that favor frequent items are preferable in
our setup. Here, LMI and LL produced very similar scores, hence LMI
is preferable because of its simpler, and thus more efficient, computa-
tion. There is no need to retain more than 500-1000 context features

12 Following his Dice formula, it is not clear whether to take the intersection
or the union of the features of two words. We tested different possibilities that,
however, did not yield improvements. We decided to use the intersection, as it
is unclear how to interpret the minimum function otherwise.
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per term even for large corpora, which allows us to speed up the com-
putation of the DT by a large degree. Equipped with this result, we
can proceed to evaluate the effects of contextualization.

3.3 Contextual similarity

The contextualization evaluation was performed using the distribu-
tional thesaurus that was compiled using up to 120M sentences and
using the LMI measure and p = 1000, as this combination showed the
best performance in the previous section. The outcome for the contex-
tualization is shown using the test set of the LexSub dataset, described
in Section 3.1.

3.3.1 Evaluation methodology

For the evaluation of the LexSub dataset we used the out of ten (OOT)
precision and OOT mode precision on the LexSub test set of 1710 sen-
tences, as described in McCarthy and Navigli (2009). The OOT mea-
sure allows us to make up to 10 guesses, discarding further guesses.
Both measures calculate how many substitutions have been detected
within ten guesses over the complete subset. The difference is the “de-
tection” of a correct match per entry. Whereas the OOT precision sums
up the number of correct guesses divided by the number of possible
answers, in the OOT mode precision evaluation the system is cred-
ited if the mode from the annotators (most frequent response(s)) is
found within the system’s 10 responses. We do not apply any spe-
cial handling regarding multiwords (terms consisting of more than
one word), which are not contained in our DT and are therefore al-
ways missed. For comparison, we use the results of the distributional
thesaurus as a baseline to evaluate the contextualization. Note that
our system does not yield duplicate entries, which are known to in-
fluence the OOT metric. We chose the OOT measure over the ‘best’
metric, since it better fits the metaphor of expanding text with several
words.

As already mentioned in Section 2.3, we only use context features
that contain another content word!® and divide the weight by their
corpus frequency. Furthermore, we use a threshold for the significance
value of the LMI values of 40.0, and the most similar 30 terms from the

13Words with part-of-speech prefixes V, N, J, R.
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DT entries as candidates for the contextual ranking. These parameters
have been determined by optimizing OOT scores on the LexSub trial
set.

3.3.2 Results

Since it can be expected that the contextualization algorithm is depen-
dent on the number of context features for the target occurrence, we
report scores for targets with at least two and at least three dependen-
cies separately. In the LexSub test data, all targets have at least one,
49.2% of the targets have at least two and 26.0% have at least three de-
pendencies. Furthermore, we also evaluated the results broken down
into separate parts-of-speech of the target. The results for the OOT pre-
cision and the mode precision for both the entries of the distributional
thesaurus (DT) and the contextualization (CT) are shown in Table 6.

Table 6: Results on the LexSub test dataset for global (DT) and contextualized
(CT) similarities, per min number of dependencies to target

Precision Mode precision
min. # dep. 1 2 3 1 2 3
POS Alg.
adjective DT 32.81 33.64  35.02 43.56  43.53 42.86
adjective CT 33.27 3541 36.08 44.48  48.24 46.43
noun DT 25.29  25.00 28.07 35.06 34.48 36.76
noun CT 26.76  26.67  28.63 39.08 38.92 39.71
verb DT 24.41 22.63 22.10 30.00 29.35 29.14
verb CT 24.48 24.33 23.80 32.58 33.33 34.29
adverb DT 28.85 26.75 29.88 41.43  34.38 66.67
adverb CT 20.80 29.46 36.23 30.48 40.63 100.00
ALL DT | 27.48 25.10 25.72 37.19 33.39 33.77
ALL CT 27.02 26.84 27.14 | 37.35 37.75 38.41

Inspecting the results for precision and mode precision with-
out filtering entries regarding parts-of-speech (denoted as ALL), only
marginal changes can be seen for entries having at least one depen-
dency. But we observe substantial improvements for targets with more
than one dependency: more than 1.6 points in precision and more than
4 points in mode precision.
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The results regarding different part-of-speech tags of the target
words follow a similar trend. For adjectives, nouns and verbs, the
contextualization improves results throughout for all targets. Most no-
tably, the largest relative improvements are observed for verbs, which
is a notoriously difficult word class in computational semantics. For
adverbs, contextualization hurts in cases where the adverb has fewer
than two context features, but helps for targets with a minimum of
two dependencies. Since there are merely seven instances where ad-
verbs have at least three dependencies in the dataset, the high scores
in mode precision are probably not representative.

Regarding performance on the original lexical substitution task
(McCarthy and Navigli, 2009), we did not come close to the perfor-
mance of the participating systems, which range between 32-50 preci-
sion points and 43-66 mode precision points (only taking into account
systems without duplicate words in the result set). However, all par-
ticipants used one or several lexical resources for generating substitu-
tion candidates, as well as a large number of features. Our system, on
the other hand, merely requires a holing system - in this case based
on a dependency parser — and a large amount of unlabeled text, as
well as a very small number of contextual clues. Scores for a DT com-
puted on the British National Corpus using Lin’s measure as reported
in McCarthy and Navigli (2009) are slightly higher than what we ob-
serve here, which we attribute to a different underlying background
corpus.

3.4 Two-dimensional representation for part-of-speech tagging

In this section, we demonstrate how the notion of two-dimensional
text can be used directly in NLP tasks using part-of-speech (POS) tag-
ging as an example. While POS tagging is generally regarded as solved
for languages and domains with sufficient amounts of training data,
there are still challenges in domain adaptation, e.g. for user-generated
content (Gimpel et al., 2011) or for domain-specific texts (e.g. Biemann
2009 reports a 20% out-of-vocabulary (OOV) rate of news models on
medical texts). The largest source of errors in POS assignment is ob-
served for out-of-vocabulary words, i.e. words that were not contained
in the training data and have to be classified according to context and
surface features only. A sequence of OOV words can throw off the
sequence classification algorithm, resulting in poor performance. For
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classifiers that do not normalize over the whole sequence, this has
been described as the label bias problem, cf. Lafferty et al. (2001).

Two-dimensional text provides a possibility to overcome the OOV
problem by resorting to the most similar in-vocabulary word, when
encountering a word unseen in training. For this, merely a list of
in-vocabulary words has to be maintained. Presupposing an existing
supervised POS tagger, the scheme is executed as follows.

Model training

1. Train the POS tagger on training text and construct the list of
in-vocabulary words.

2. Compute a distributional thesaurus (DT) on a large background
corpus.

POS tagging task

1. Determine the OOV words of the input text by checking the in-
vocabulary word list.

2. For all OOV words, replace the OOV word by its most similar
in-vocabulary word according to the DT.

3. Tag the altered text with the POS tagger, and project tags back to
the original text.

For our experiments, we trained the well-known TreeTagger
(Schmid, 1995) on the Penn Treebank (PTB, Marcus et al. 1993),
following Collins (2002) by training on Sections 0-18 and testing on
Sections 22-24.1% The distributional thesaurus was induced on 120M
sentences of English newswire, using a holing system based on word
trigrams: the center word of each trigram served as the word, the two
neighboring words (left and right together) served as the context. We
retained the most similar 100 words per entry.

Figure 7 illustrates this method using an example: in the sen-
tence “Renting out an unfurnished one-bedroom triplex in San Fran-
cisco”, the words “unfurnished”, “one-bedroom” and “triplex” are
OOV words, not being part of the PTB training set. In the case of “one-
bedroom” this might seem surprising, but the Penn Treebank consis-
tently uses a spelling without the hyphen, resulting in two tokens

14We do not perform parameter optimization and therefore do not use Sec-
tions 19-21, which are normally used for development.
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Renting outan unfurnished one-bedroom triplex in San Francisco
empty duplex

two-room

“one bedroom”. While the top-most similar words to “unfurnished”
and “triplex” (“empty” and “duplex”) are in-vocabulary words of our
POS tagger, the most similar in-vocabulary word for “one-bedroom”,
“two-room”, is the third most similar expansion according to our DT.
Tagging the alternate sentence “Renting out an empty two-room du-
plex in San Francisco” results in correct assignment of POS tags, cf.
Figure 7.

Evaluating the improvement over the whole test set, we improved
the accuracy on the 3562 OOV words (the majority of them are verbs,
nouns and adjectives) from 37.82% to 74.12%. !® Overall, the accuracy
of the tagger improved from 95.28% to 96.07%, only by altering the
tagging strategy on the portion of 2.1% OOV words.

This overall performance is well below state-of-the-art POS tag-
ging on this dataset (which is at 98.5%, Segaard 2011), where suc-
cessful approaches make heavy use of surface feature backoff, word
clustering on background corpora, and advanced machine learning
techniques. Our setup, however, illustrates how the metaphor of two-
dimensional text can be used in the context of existing NLP software,
while neither needing to alter the feature representation nor the learn-
ing algorithm for machine learning. The key, and its novelty with
respect to word-space approaches, is that the DT is able to generate
the most similar words, so that they can be used in lieu of words
that impose difficulties for the software (i.e. OOV words for POS tag-
ging). A comparable approach of expanding text representations with
similar words from our process was successfully used by Miller et al
(2012) for state-of-the-art knowledge-based all-words word sense dis-
ambiguation.

I5We enabled the heuristics of the TreeTagger (-hypen-heuristics, -ignore-
prefix, -cap-heuristics) which improved the accuracy by 0.15% without any OOV
replacement.
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4 FUTURE WORK

There are a number of ways in which our framework for the metaphor
of two-dimensional text can be filled and extended. In the remainder,
we will briefly describe approaches that we intend to try in the future.

4.1 Generalization of the holing system

Experiments presented here used holing systems that extract context
features for single words. While it is straightforward to extend it to
pre-defined multi-word units, it would be promising to allow arbi-
trary, not necessarily contiguous sets of language elements, and de-
termine their appropriateness by means of the similarity computation.
The current framework also supports the computation of context fea-
ture similarities by exchanging the columns “language elements” and
“context features” in the DT computation depicted in Figure 2, yet
it still needs to be worked out how similarities of contexts could be
used in the contextualization. Along these lines, a further generaliza-
tion of the holing system is to use an arbitrary number of holes, which
could e.g. allow us to detect similarities between active and passive
constructions.

4.2 Combination of signals for contextualization

While we have only shown experiments using a single holing sys-
tem at a time, it is possible to combine signals from several holing
systems for contextualization, as well as signals from other semantic
models such as topic models (cf. Thater et al., 2011). Further, there
is a large space of parameterization of the holing system with respect
to the use of priors, the numerical transformation of word-context-
significances to path probabilities, and the weighting of signals from
different models.

4.3 Other sampling methods for contextualization

While we have demonstrated that a simple contextualization method
as described in Section 2.3 is already able to achieve improvements
of the lexical expansion quality, we would like to employ sampling
methods that adjust path probabilities based on previous trials, like
Metropolis-Hastings Sampling (Hastings, 1970), or dynamic program-
ming approaches to compute the ranking of expansions efficiently (cf.
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Viterbi, 1967; Lafferty et al., 2001). In contrast to our simple method,
these approaches normalize over the whole expanded sequence and
perform expansions for all terms at the same time.

4.4 Word sense induction clustering

As the contextualization was described, the problem of word sense
disambiguation is handled implicitly by down-ranking lexical expan-
sions that refer to the wrong sense of the word in the context. It might
be advantageous, however, to add word sense induction clustering on
the DT entry (cf. Schiitze, 1998; Widdows and Dorow, 2002; Biemann,
2010), and to perform the contextualization per cluster instead of per
word to alleviate sparsity. Note that this per-entry clustering is differ-
ent than the whole-vocabulary clustering proposed by Pereira et al
(1993) and others.

4.5 Distinguishing expansions by patterns

While word sense induction can distinguish similar words in the DT
by sense, we need something else in order to obtain typed relations
between a target and its potential expansions. One way of typing is
to examine what patterns (e.g. is-a, part-of, antonyms) are common
between target and expansion in our large corpus. These types would
be useful for targeting certain types of expansions, e.g. excluding
antonyms for lexical substitution. To keep the approach unsupervised
and knowledge-free, we would like to find the patterns automatically
in a co-clustering approach based on terms and patterns (Dhillon,
2001) rather than using pre-defined patterns (Hearst, 1992; Lin et al.,
2003).

4.6 Machine learning on delexicalized features

All the parameters and extensions to our core approach could play
the role of features in a machine learning system, which e.g. could
learn the weighting of different holing systems or different relations
within the same holing system, the pattern type and so on. In this
way, the lexical expansions can be tuned towards benefiting a given
task at hand. The advantage of using these non-lexicalized features is
that a single model can be learned for all expansions, as opposed to
one model per language element type (i.e. one classifier per word).
Features from the first-order and the second-order representation of
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our distributional thesaurus have been employed for state-of-the-art
lexical substitution in Szarvas et al. (2013).

5 CONCLUSION

In this article, we have introduced the new metaphor of two-dimen-
sional text. This metaphor is rooted in structural linguistics, and ex-
pands the one-dimensional linear sequence of language elements in a
second dimension of associative relations, especially with semantically
similar language elements. We have provided a way of operational-
izing semantic similarity by splitting syntagmatic observations into
terms and context features, and representing them independent of the
kind of syntagmatic observation. A scalable, parallelizable implemen-
tation of the computation of a distributional thesaurus was laid out in
detail. Further, we provide a conceptually simple and efficient method
to perform a contextualization of semantic similarity. Overall, our ap-
proach constitutes an unsupervised generative model for lexical ex-
pansion in context that implements the metaphor of two-dimensional
text. In our experiments regarding the quality of distributional sim-
ilarity, we demonstrated that our pruning method for DT computa-
tion is effective: using only the most n significant features per term
greatly reduces processing time, and even improves the results. Fur-
ther, we show that larger corpora lead to higher-quality distributional
thesauri, and that we can effectively compute them without relying
on lossy compression techniques. Our measure excels over two com-
petitive measures in the literature on very large collections. We have
presented a generic method of contextualizing distributional informa-
tion, which selects entries from the DT entry of the expansion target,
and ranks them with respect to their context compatibility. Evaluat-
ing our method on the lexical substitution task (McCarthy and Navigli,
2009), we were able to show consistent improvements across all parts
of speech, especially for expansion targets with many informing con-
textual elements. Further, we demonstrated how the two-dimensional
expansion can improve part-of-speech tagging without the need to
re-train or otherwise alter the tagger. Finally, we laid out a plethora
of possible extensions for improving our implementation of the two-
dimensional text metaphor. This work is merely a first step towards
creating a new, entirely data-driven model for computational seman-
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tics, as opposed to mere feature-based machine learning or knowledge-
intensive approaches.
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