
ǣ ᵽ э ȏ ḙ ṍ ɨ ї ẁ ľ ḹ š ṍ ḯ ⱪ ч ŋ ṏ ȅ ů ʆ ḱ ẕ ʜ ſ ɵ ḅ ḋ ɽ ṫ ẫ ṋ ʋ ḽ ử
ầ ḍ û ȼ ɦ ҫ w ſ ᶒ ė ɒ ṉ ȧ ź ģ ɑ g ġ љ ц ġ ʄ ộ ȕ җ x ứ ƿ ḉ ự û ṻ ᶗ ƪ ý
ḅ ṣ ŀ ṑ т я ň ƪ ỡ ę ḅ ű ẅ ȧ ư ṑ ẙ ƣ ç þ ẹ в е ɿ ħ ԕ ḷ ḓ í ɤ ʉ ч ӓ ȉ ṑ
ḗ ǖ ẍ ơ я ḩ ȱ π і ḭ ɬ a ṛ ẻ ẚ ŕ î ы ṏ ḭ ᶕ ɖ ᵷ ʥ œ ả ұ ᶖ ễ ᶅ ƛ ҽ ằ ñ ᵲ
ḃ ⱥ ԡ ḡ ɩ ŗ ē ò ǟ ṥ ṋ p ị ĕ ɯ t ž ẛ ặ č ṥ ĳ ȓ ᶕ á ԅ ṿ ḑ ģ ņ ԅ ů ẻ l e
ố й ẉ ᶆ ṩ ü ỡ ḥ ф ṑ ɓ ҧ ƪ ѣ ĭ ʤ ӕ ɺ β ӟ b y г ɷ ᵷ ԝ ȇ ł ɩ ɞ ồ ṙ ē ṣ ᶌ
ᶔ ġ ᵭ ỏ ұ д ꜩ ᵴ α ư ᵾ î ẕ ǿ ũ ḡ ė ẫ ẁ ḝ ы ą å ḽ ᵴ ș ṯ ʌ ḷ ć ў ẓ д һ g
ᶎ ţ ý ʬ ḫ e ѓ γ ӷ ф ẹ ᶂ ҙ ṑ ᶇ ӻ ᶅ ᶇ ṉ ᵲ ɢ ᶋ ӊ ẽ ӳ ü á ⱪ ç ԅ ď ṫ ḵ ʂ ẛ
ı ǭ у ẁ ȫ ệ ѕ ӡ е ḹ ж ǯ ḃ ỳ ħ r ᶔ ĉ ḽ щ ƭ ӯ ẙ җ ӫ ẋ ḅ ễ ʅ ụ ỗ љ ç ɞ ƒ
ẙ λ â ӝ ʝ ɻ ɲ d х ʂ ỗ ƌ ế ӵ ʜ ẫ û ṱ ỹ ƨ u v ł ɀ ᶕ ȥ ȗ ḟ џ г ľ ƀ ặ ļ ź
ṹ ɳ ḥ ʠ ᵶ ӻ ỵ ḃ d ủ ᶐ ṗ р ŏ γ ŉ ś ԍ ᵬ ɣ ẓ ö ᶂ ᶏ ṓ ȫ i ï ṕ ẅ w ś ʇ ô ḉ
ŀ ŧ ẘ ю ǡ ṍ π ḗ ȷ ʗ è ợ ṡ ḓ я ƀ ế ẵ ǵ ɽ ȏ ʍ è ṭ ȅ s ᵽ ǯ с ê ȳ ȩ ʎ ặ ḏ
ᵼ ů b ŝ ӎ ʊ þ n ᵳ ḡ ⱪ ŀ ӿ ơ ǿ н ɢ ᶋ β ĝ ẵ ı ử ƫ f ɓ ľ ś π ẳ ȁ ɼ õ ѵ ƣ
ч ḳ є ʝ ặ ѝ ɨ ᵿ ƨ ẁ ō ḅ ã ẋ ģ ɗ ć ŵ ÿ ӽ ḛ м ȍ ì ҥ ḥ ⱶ x ấ ɘ ᵻ l ọ ȭ
ȳ ź ṻ ʠ ᵱ ù ķ ѵ ь ṏ ự ñ є ƈ ị ԁ ŕ ṥ ʑ ᶄ p ƶ ȩ ʃ ề ṳ đ ц ĥ ʈ ӯ ỷ ń ʒ ĉ
ḑ ǥ ī ᵷ ᵴ ы ṧ ɍ ʅ ʋ ᶍ ԝ ȇ ẘ ṅ ɨ ʙ ӻ м ṕ ᶀ π ᶑ ḱ ʣ ɛ ǫ ỉ ԝ ẅ ꜫ ṗ ƹ ɒ ḭ
ʐ љ ҕ ù ō ԏ ẫ ḥ ḳ ā ŏ ɜ о ſ ḙ į ș ȼ š ʓ ǚ ʉ ỏ ʟ ḭ ở ň ꜯ ʗ ԛ ṟ ạ ᵹ ƫ
ẍ ą ų ҏ ặ ʒ ḟ ẍ ɴ ĵ ɡ ǒ m т ẓ ḽ ṱ ҧ ᶍ ẩ ԑ ƌ ṛ ö ǿ ȯ a ᵿ ƥ е ẏ ầ ʛ ỳ ẅ
ԓ ɵ ḇ ɼ ự ẍ v ᵰ ᵼ æ ṕ ž ɩ ъ ṉ ъ ṛ ü ằ ᶂ ẽ ᶗ ᶓ ⱳ ề ɪ ɫ ɓ ỷ ҡ қ ṉ õ ʆ ú
ḳ ʊ ȩ ż ƛ ṫ ҍ ᶖ ơ ᶅ ǚ ƃ ᵰ ʓ ḻ ț ɰ ʝ ỡ ṵ м ж ľ ɽ j ộ ƭ ᶑ k г х а ḯ ҩ ʛ
à ᶊ ᶆ ŵ ổ ԟ ẻ ꜧ į ỷ ṣ ρ ṛ ḣ ȱ ґ ч ù k е ʠ ᵮ ᶐ є ḃ ɔ љ ɑ ỹ ờ ű ӳ ṡ ậ ỹ
ǖ ẋ π ƭ ᶓ ʎ ḙ ę ӌ ō ắ н ü ȓ i ħ ḕ ʌ в ẇ ṵ ƙ ẃ t ᶖ ṧ ᶐ ʋ i ǥ å α ᵽ ı ḭ
ȱ ȁ ẉ o ṁ ṵ ɑ м ɽ ᶚ ḗ ʤ г ỳ ḯ ᶔ ừ ó ӣ ẇ a ố ů ơ ĭ ừ ḝ ԁ ǩ û ǚ ŵ ỏ ʜ ẹ
ȗ ộ ӎ ḃ ʑ ĉ ḏ ȱ ǻ ƴ ặ ɬ ŭ ẩ ʠ й ṍ ƚ ᶄ ȕ ѝ å ᵷ ē a ȥ ẋ ẽ ẚ ə ï ǔ ɠ м ᶇ
ј ḻ ḣ ű ɦ ʉ ś ḁ у á ᶓ ѵ ӈ ᶃ ḵ ď ł ᵾ ß ɋ ӫ ţ з ẑ ɖ y ṇ ɯ ễ ẗ r ӽ ŉ ṟ ṧ
ồ ҥ ź ḩ ӷ и ṍ ß ᶘ ġ x a ᵬ ⱬ ą ô ɥ ɛ ṳ ᶘ ᵹ ǽ ԛ ẃ ǒ ᵵ ẅ ḉ d ҍ џ ṡ ȯ ԃ ᵽ
ş j č ӡ n ḡ ǡ ṯ ҥ ę й ɖ ᶑ ӿ з ő ǖ ḫ ŧ ɴ ữ ḋ ᵬ ṹ ʈ ᶚ ǯ g ŀ ḣ ɯ ӛ ɤ ƭ ẵ
ḥ ì ɒ ҙ ɸ ӽ j ẃ ż ҩ ӆ ȏ ṇ ȱ ᶎ β ԃ ẹ ƅ ҿ ɀ ɓ ȟ ṙ ʈ ĺ ɔ ḁ ƹ ŧ ᶖ ʂ ủ ᵭ ȼ
ы ế ẖ ľ ḕ в ⱡ ԙ ń ⱬ ë ᵭ ṵ з ᶎ ѳ ŀ ẍ ạ ᵸ ⱳ ɻ ҡ ꝁ щ ʁ ŭ ᶍ i ø ṓ ầ ɬ ɔ ś
ё ǩ ṕ ȁ ᵶ ᶌ à ń с ċ ḅ ԝ ď ƅ ү ɞ r ḫ ү ų ȿ ṕ ṅ ɖ ᶀ ӟ ȗ ь ṙ ɲ ȭ ệ ḗ ж ľ
ƶ ṕ ꜧ ā ä ż ṋ ò ḻ ӊ ḿ q ʆ ᵳ į ɓ ǐ ă ģ ᶕ ɸ ꜳ l ƛ ӑ ű ѳ ä ǝ ṁ ɥ ķ и с ƚ
ҭ ӛ ậ ʄ ḝ ź ḥ ȥ ǹ ɷ đ ô ḇ ɯ ɔ л ᶁ ǻ o ᵵ о ó ɹ ᵮ ḱ ṃ ʗ č ş ẳ ḭ ḛ ʃ ṙ ẽ
ӂ ṙ ʑ ṣ ʉ ǟ ỿ ů ѣ ḩ ȃ ѐ n ọ ᶕ n ρ ԉ ẗ ọ ň ᵲ ậ ờ ꝏ u ṡ ɿ β c ċ ṇ ɣ ƙ ạ
w ҳ ɞ ṧ ќ ṡ ᶖ ʏ ŷ ỏ ẻ ẍ ᶁ ṵ ŭ ɩ у ĭ ȩ ǒ ʁ ʄ ổ ȫ þ ә ʈ ǔ д ӂ ṷ ô ỵ ȁ ż
ȕ ɯ ṓ ȭ ɧ ҭ ʜ я ȅ ɧ ᵯ ņ ȫ k ǹ ƣ э ṝ ề ó v ǰ ȉ ɲ є ү ḵ е ẍ ỳ ḇ е ꜯ ᵾ ũ
ṉ ɔ ũ ч ẍ ɜ ʣ ӑ ᶗ ɨ ǿ ⱳ ắ ѳ ắ ʠ ȿ ứ ň k ƃ ʀ и ẙ ᵽ ő ȣ ẋ ԛ ɱ ᶋ а ǫ ŋ ʋ
ḋ 1 ễ ẁ ể þ ạ ю м ṽ 0 ǟ ĝ ꜵ ĵ ṙ я в ź ộ ḳ э ȋ ǜ ᶚ ễ э ф ḁ ʐ ј ǻ ɽ ṷ ԙ
ḟ ƥ ý ṽ ṝ 1 ế п 0 ì ƣ ḉ ố ʞ ḃ ầ 1 m 0 ҋ α t ḇ 1 1 ẫ ò ş ɜ ǐ ṟ ě ǔ ⱦ q
ṗ 1 1 ꜩ 0 ȇ 0 ẓ 0 ŷ ủ ʌ ӄ ᶏ ʆ 0 ḗ 0 ỗ ƿ 0 ꜯ ź ɇ ᶌ ḯ 1 0 1 ɱ ṉ ȭ 1 1 ш
ᵿ ᶈ ğ ị ƌ ɾ ʌ х ṥ ɒ ṋ ȭ 0 t ỗ 1 ṕ і 1 ɐ ᶀ ź ë t ʛ ҷ 1 ƒ ṽ ṻ ʒ ṓ ĭ ǯ ҟ
0 ҟ ɍ ẓ ẁ у 1 щ ê ȇ 1 ĺ ԁ b ẉ ṩ ɀ ȳ 1 λ 1 ɸ f 0 ӽ ḯ σ ú ĕ ḵ ń ӆ ā 1 ɡ
1 ɭ ƛ ḻ ỡ ṩ ấ ẽ 0 0 1 0 1 ċ й 1 0 1 ᶆ 1 0 ỳ 1 0 ш y ӱ 0 1 0 ӫ 0 ӭ 1 ᶓ
ρ 1 ń ṗ ӹ ĥ 1 ȋ ᶆ ᶒ ӵ 0 ȥ ʚ 1 0 ț ɤ ȫ 0 ҹ ŗ ȫ с ɐ 0 0 ů ł 0 ӿ 1 0 0 ʗ
0 ḛ ổ 1 ỵ ƥ ṓ ỻ 1 1 ɀ э ỵ д 0 ʁ 0 1 ʍ ĺ ӣ ú ȑ 1 0 n ḍ ɕ ᶊ 1 ӷ 0 ĩ ɭ 1
1 1 0 0 ṁ 1 0 ʠ 0 ḳ 0 0 0 0 1 ḃ 0 1 0 ŧ ᶇ ể 1 0 0 0 ṣ s ɝ þ 0 1 0 ʏ ᶁ
ū 0 ừ 0 ꜳ ệ 0 ĩ ԋ 0 0 1 ƺ 1 1 ҥ g ѓ 1 0 0 ã 0 ų 1 0 0 0 0 0 1 ṵ ố 1 1
1 1 1 0 1 ɐ 0 1 0 1 1 1 0 1 1 ᶗ 0 1 1 ɛ 1 1 ӑ 1 ṛ 0 0 ẳ 1 1 ƌ ȣ 0 1 1
0 ɚ 0 ḙ 0 0 ŝ 0 ḣ 1 á ᵶ 0 0 0 ȉ 1 ӱ 0 0 1 1 ȅ 0 0 0 0 1 1 0 1 0 0 0 1
0 0 ң 0 0 1 1 0 ɫ 1 0 0 1 1 0 0 0 β 1 0 1 0 1 0 0 1 0 0 0 ǣ 0 1 ћ 1 0
1 0 1 0 1 0 1 1 1 1 0 1 1 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 0 1
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Predicting word order universals

Paola Merlo
University of Geneva, Department of Linguistics,
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abstract
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probabilistic
models,
Naive Bayes

This paper shows a computational learning paradigm to compare and
test theories about language universals. Its main contribution lies in
the illustration of the encoding and comparison of theories about ty-
pological universals to measure the generalisation ability of these the-
ories. In so doing, this method uncovers hidden dependencies between
theoretical dimensions and primitives that were considered indepen-
dent and independently motivated.

1 multilingual computational
modelling of language

Current computational linguistic work shows great interest in ex-
tending successful probabilistic modelling to multilingual approaches.
Many tasks and applications, such as tagging or parsing, are being in-
vestigated in a multilingual perspective. The final goal of this line of
work is to uncover cross-linguistic regularities to automatically extend
new techniques and technologies to new languages, and to make use
of large amounts of data.
Computational modelling can interact with large-scale linguistic

work at other interesting levels. From the point of view of the theory,
the properties of the computational models might shed light on some
of the properties of the generative processes underlying natural lan-
guage. From the point of view of the data, computational models can
be used to develop and test correlations between different aspects of
the data on a large scale. Methodologically, computational models and
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machine learning techniques provide robust tools to test the predictive
power of the proposed generalisation.
Language universals – whether defined as linguistic properties,

observed or very abstract, that are exhibited by all languages or as
statistical implications of pairs of linguistic properties – are at the mo-
ment a topic of great debate. Their nature and even their existence has
been called into question (Dunn et al. 2011) and their general nature
and distribution are being investigated from a formal and cognitive
point of view (Cinque 2005; Cysouw 2010a; Steedman 2011; Culbert-
son et al. 2012; Culbertson and Smolensky 2012; Futrell et al. 2015).
We will specifically concentrate on the quantitative properties of

word order universals (Dryer 1992; Cysouw 2010b; Steedman 2011).
In this debate, it is of great interest to attempt to explain not only
the possible or impossible word orders as attested by typological tra-
ditions, but also their distribution. Data-driven computational models
can help cast light on this question in two main ways. First, through
their formal nature, they can make the assumptions in the proposals
explicit and operational. Second, through the large-scale that is inher-
ently possible with automatic methods, claims can be quantified and
verified not only at the level of language type, but also at the level of
linguistic token, for each individual language.
This paper concentrates on a central methodological point. It will

illustrate how to formalise some of the current proposals for the much
debated Universal 20 (Greenberg 1966) – the universal governing the
linear order of a noun and its modifiers – in such a way that they
can be evaluated and compared quantitatively in a setting where their
ability to generalise to new cases is properly tested. In this respect,
this work shares the goals of Cysouw (2010a), but differently from
these previous proposals of the same nature, the proposed theories
are encoded as faithfully as possible, by using their defined primitives
and operations as features in our models.

2 the facts

One of the most easily observable distinguishing features of human
languages is the order of words: the order of the main grammatical
functions in the sentence, the position of the verb in the sentence,
and the respective order of the modifiers of a noun, among others.
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While there is great variety in the orders, most languages have very
strong preferences for a few or only one order, and, across languages,
not all orders are equally preferred (Greenberg 1966; Dryer 1992).
Greenberg’s universal 20 describes the cross-linguistic preferences for
the word order of elements inside the noun phrase.

Greenberg’s Universal 20
When any or all the items (demonstrative, numeral, and de-
scriptive adjective) precede the noun, they are always found
in this order. If they follow, the order is exactly the same or
its exact opposite.
We can reformulate universal 20 more explicitly (Cinque 2005):

(a) In prenominal position, the order of demonstrative, numeral, and
adjective is Dem>Num>A.

(b) In postnominal position, the order is either Dem>Num>A or
A>Num>Dem.
Some aspects of Greenberg’s formulation have withstood the test

of time, but some others have been found to be too strong. (See, for
example, Dryer’s and Cinque’s large data collections in the cited work.)
On the one hand, a larger sample of languages has shown that two of
the three orders indicated by Greenberg’s as the only possible orders
are indeed among the most frequent ones. On the other hand, larger
samples have also shown that many more orders are possible than
stated in Greenberg’s universal, but with different frequencies (Cinque
2005; Dryer 2006).
Establishing the actual basic facts is not so simple. We will con-

centrate here only on the quantitative aspects and will assume without
argument the results described in the literature that assign certain lan-
guages to certain word orders. In assessing the reliability of the pro-
posed counts, one has to assess the possible sources of errors induced
by sampling. Sampling, in general, is subject to random error and to
bias error. Random error occurs when the size of the sample is not ad-
equate to the complexity of the problem, so that some possible events
are not observed. Greenberg’s sample of languages was probably too
small, and inspections of larger samples have discovered some orders
that looked impossible.
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Bias error occurs when the nature of the sample is biased with
respect to the conclusions one wants to draw. To draw conclusions on
language universals, it is therefore crucial that the sample be repre-
sentative of the true underlying linguistic diversity, for example, as
generated by a posited probabilistic system. The remedy to random
error is to have a sufficiently large number of data points: Dryer’s and
Cinque’s current language collections range in the hundreds. To ad-
dress the problem of bias error, Dryer suggests counting language gen-
era and not individual languages, since some genera are much more
densely populated, and better studied, than others (Dryer 2006).1
Table 1 reports the 24 combinatorially possible orders of the four

elements: N, Dem, Num, Adj and the actual counts that have been pro-
posed in several publications: the first column shows discretised fre-
quencies; the following two columns are Dryer’s (2006) counts by lan-
guage and by genera; and the following column are Cinque’s counts,
as can be deduced from the 2005 paper. In the first column, the discre-
tised frequencies are calculated according to Dryer’s counts of genera.
As can be observed, there are some discrepancies across the different
counting methods and across authors, which have been discussed in
detail in the related publications, but also many points of agreement.
In particular, while the exact numbers sometimes vary, the rank of lan-
guages or genera based on frequencies is almost identical. This obser-
vation indicates that aiming to predict the frequency rank, as opposed
to exact frequency counts, would be more robust across theories and
more robust to new observations. The numerical frequency data are
then transformed into ordered data by a process of discretisation and
then used by a discrete classifier. The discretisations can be done at dif-
ferent levels of granularity. Table 2 shows a two-way, four-way, and
seven-way discretisation. More will be said about this discretisation
later. In what follows, therefore, we investigate how different theo-
ries fare in explaining different levels of frequency of word orders and
how well they generalise this prediction to previously unseen data.

1Dryer (2005, 584) provides the following definition: “A genus is a group
of languages whose relatedness is fairly obvious without systematic comparative
analysis and which even the most conservative “splitter” would accept.”. (An
explanation of genus is also available on WALS online at http://wals.info/
languoid/genealogy.) Examples are such subfamilies of Indo-European as Ger-
manic, Slavic, and Romance languages.
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Table 1: Attested word orders of Universal 20 and their estimated frequencies.
(See the text for more explanation.)

D’s D’s D’s C’s
Discr Lang Gen Freq

Dem Num Adj N V. Freq 74 44 V. many†
Dem Adj Num N Rare 3 2 0
Num Dem Adj N 0 0 0 0
Num Adj Dem N 0 0 0 0
Adj Dem Num N 0 0 0 0
Adj Num Dem N 0 0 0 0

Dem Num N Adj Freq 22 17 Many*
Dem Adj N Num Rare 11 6 V. few (7)
Num Dem N Adj 0 0 0 0
Num Adj N Dem Rare 4 3 V. few (8)
Adj Dem N Num 0 0 0 0
Adj Num N Dem 0 0 0 0

Dem N Adj Num Freq 28 22 Many**
Dem N Num Adj Rare 3 3 V. few (4)
Num N Dem Adj Rare 5 3 0
Num N Adj Dem Freq 38 21 Few (2)
Adj N Dem Num Rare 4 2 V. few (3)
Adj N Num Dem Rare 2 1 V. few

N Dem Num Adj Rare 4 3 Few (8)
N Dem Adj Num Rare 6 4 V. few (3)
N Num Dem Adj Rare 1 1 0
N Num Adj Dem Rare 9 7 Few (7)
N Adj Dem Num Freq 19 11 Few (8)
N Adj Num Dem V. Freq 108 57 V. many (27)

† The exact counts are not provided.
* Cinque mentions European languages and 13 others.
** Ten languages and alternative order for three more.
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Table 2: Two-way (possible or 0), four-way (very frequent, frequent, rare, none,
abbreviated as VF,F,R,0) and seven-way (57,44,22,11,6,3,0) discretisation and
the observed counts based on genera from Dryer’s.

Two-way Four-way Seven-way Dryer’s
Discr Discr Discr Genera

Dem Num Adj N Possible VF 44 44
Dem Adj Num N Possible R 3 2
Num Dem Adj N 0 0 0 0
Num Adj Dem N 0 0 0 0
Adj Dem Num N 0 0 0 0
Adj Num Dem N 0 0 0 0

Dem Num N Adj Possible F 22 17
Dem Adj N Num Possible R 6 6
Num Dem N Adj 0 0 0 0
Num Adj N Dem Possible R 3 3
Adj Dem N Num 0 0 0 0
Adj Num N Dem 0 0 0 0

Dem N Adj Num Possible F 22 22
Dem N Num Adj Possible R 3 3
Num N Dem Adj Possible R 3 3
Num N Adj Dem Possible F 22 21
Adj N Dem Num Possible R 3 2
Adj N Num Dem Possible R 3 1

N Dem Num Adj Possible R 3 3
N Dem Adj Num Possible R 3 4
N Num Dem Adj Possible R 3 1
N Num Adj Dem Possible R 6 7
N Adj Dem Num Possible F 11 11
N Adj Num Dem Possible VF 57 57
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3 some theories

We will compare the descriptive and predictive adequacy of a few of
the proposals that have been put forth to explain Greenberg’s Univer-
sal 20, choosing a few theories that have different properties.
In a paper that has received much commentary (Cinque 2005),

Greenberg’s Universal 20 is derived from independently motivated
principles of syntax organised in a derivational explanation. Based
on data as those shown in the fifth column of Table 1, Cinque re-
marks that there are 24 combinatorially possible orders of the four
elements: N, Dem, Num, Adj. According to Cinque, only 14 of them
are attested in the languages of the world (but see Dryer’s counts in
the same table, Table 1). Some of the 14 orders are unexpected un-
der Universal 20. Cinque proposes that the actually attested orders,
and none of the unattested ones, are derivable from a single universal
order of the basic constructive syntactic operator (the Linear Corre-
spondence Axiom, Kayne 1994), and from independent conditions on
phrasal movement. The Linear Correspondence Axiom first combines
Nouns and Adjectives, then adds Numerals and finally adds Demon-
stratives. Different types of movement can move the merged elements
to different positions in the phrase: all the way to the beginning of
the phrase or only partially. These conditions enable one to consider
some forms of movement as more costly than others and no movement
as the preferred unmarked option. In this way, Cinque’s proposal also
derives the exceptions, and the different degrees of markedness of the
various orders.
In a different proposal, a factorial, but not derivational, explana-

tion is proposed (Cysouw 2010a). Statistical models are used and an
explanation of typological frequencies is produced by the cumulative
combination of various interacting characteristics. The author exper-
iments with various models to see which one better predicts the at-
tested frequencies. Three characteristics are used by all models of the
NP-internal word order: hierarchical structure, noun-adjective order,
and whether the noun is at the phrase boundary. In a further simpli-
fication of the model, the hierarchical structure can be broken down
into less complex features (noun-adjective co-occurrence, demonstra-
tive at the edge of the phrase, and noun at the edge of the phrase).2

2Like Cinque, Cysouw is concerned with demonstrating that the proposed
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This factorial explanation does not provide a generative process that
explains how the different word orders could arise from a common
grammar, but it identifies the predictive properties of the frequency
distributions of word order and their relative importance.
Dryer proposes a factorial explanation based on general principles

of symmetry and harmony (Dryer 2006). Differently from Cinque’s and
Cysouw’s, this proposal does not assign any weights to the factors. The
factors comprise two symmetry principles that describe the closeness
of the modifiers to the noun; a principle of asymmetry that captures
the main observation that prenominal modifiers exhibit fewer alterna-
tives than post-nominal modifiers (also observed by Cinque); a princi-
ple of intra-categorial harmony; and universal 18. Figure 1 spells out
the principles. What is really very important in Dryer’s contribution
are the provided observed frequencies. On the one hand, Dryer shows
that a few of the word orders that Cinque had declared impossible are
actually attested, one of them quite frequently. On the other hand,
it provides frequency counts based on genera and not simply on lan-
guages, based on an independently justified sampling procedure that
factors out influences of language family. These genus-based counts
are used in our study, and are shown in Table 1.
In conclusion, all these theories attempt to describe the very dif-

ferent frequency counts of types of languages by proposing factors
that favour harmonic orders, and that derive the asymmetry between

principles are not limited to explaining Universal 20. To strengthen the generality
of the proposed method, Cysouw discusses how it can also be used to explain the
typology of sentence word order, as it is captured by Greenberg’s Universal 1.
Recall Universal 1: “In declarative sentences with nominal subject and object, the
dominant order is almost always one in which the subject precedes the object.”
This universal holds for 96% of the world’s languages, but it does not model
the finer-grained differences in frequency of the six word order types. Cysouw
proposes a more complex three-feature model. The first feature is pairwise order:
whether the order is SO or OS, VO or OV, SV or VS. The second feature is pairwise
adjacency: for instance, whether S and O are adjacent or not. The third feature
is individual position: for instance, whether S is first, medial, or final. Cysouw
shows that the first two features are less important than the third and that overall
the model has a better fit than universal 1. However, notice that this model
comprises two three-valued features and one binary feature, so it has five degrees
of freedom. These are enough degrees of freedom to simply list all the six possible
word orders of the three S,O,V elements.
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• Symmetry Principle 1
The adjective and numeral tend to occur closer to the noun than the
determiner, when they occur on the same side of the noun.
• Symmetry Principle 2
The adjective tends to occur closer to the noun than the numeral, when
they occur on the same side of the noun.
• Asymmetry Principle
The symmetry principles tend to apply more strongly to prenominal
modifiers than to postnominal modifiers; exceptions to the symmetry
principles will occur only to the postnominal modifiers.
• Greenberg’s Universal 18
When the descriptive adjective precedes the noun, the demonstrative and
the numeral, with overwhelmingly more than chance frequency do
likewise.
• Intra-categorial Harmony
The demonstrative, numeral, and adjective tend to all occurr on the same
side of the noun.

Figure 1:
The five
principles
used in Dryer’s
explanation of
Universal 20.

prenominal and post-nominal modifiers. They all try to fit the fre-
quency distribution of the languages to the models and to compare to
other proposals. In the rest of the paper, we illustrate an encoding and
an automatic learning method to test how well these models predict
the observed distributions of word orders.

4 building predictive models

In this section, we test the generalising ability of some of the different
explanations that have been proposed for Universal 20. The method
will require transforming the three theories into a vectorial represen-
tation, as described below, and then automatically finding the relative
weight of each element in the vector, a process of parameter fitting.
We use the ability to classify new instances in a supervised learning
setting as an indication of the generalising power of the theory. We
compare the three theories described above.
Fitting parameters to a model based on available data gives us a

measure of the descriptive fit of the model to the data, an interesting
measure in itself, but it does not test the power of generalisation of the
model. This is because it is always possible to fit the data if the number
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of parameters in the model is sufficiently large given the amount of
variation to explain. (For a similar point with a different example,
see also Abney 2011.) So the true test of generalisation of a model
cannot lie in showing that all the data is explained if that data was
actually used to determine some aspects of the model. In explaining
Universal 20, what needs to be shown is that the same set of operations
and (markedness) weights that capture the observed data also predicts
new data to a good degree. In practice, the proper procedure requires
fitting the weights on a subset of languages (the training data), and
seeing if the quantitative model so developed predicts the frequency
distribution for test data not seen during training.
The steps of the simple formalisation that we propose here, there-

fore, are as follows:
1. Formalise the properties and operations of a model of word order
as simple primitive features with a set of associated values;

2. Encode each word order as a vector of instantiated primitives de-
fined by the model;

3. Learn the model through a learning algorithm on a subset of the
data;

4. Run the model on previously unseen data to test generalisation
ability.
In the rest of the section, we briefly illustrate the feature-based

formalisation of the linguistic proposals, and describe the experimen-
tal materials and method.
4.1 Materials
The different linguistic proposals are translated into a feature-based
summary description of each of the word orders. This vectorial rep-
resentation of the data is compatible with many different training
regimes and algorithms. Two proposals (Cysouw’s and Dryer’s) are
declarative, and therefore easily transferred in the simple declarative
feature-based framework. Cinque’s model is derivational and requires
the most interpretation to be formalised and translated into features.
We describe here the process to reach this conversion in detail.
In the simplest set up, we code the principles and operations

proposed by Cinque for each word order as a vector of properties,
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a summary that describes each language and its word order. To ex-
plain the frequency distribution of the word orders, Cinque affects
markedness weights to the different types of move operations. In the
computational terminology that will be used below, these weights are
the parameters of Cinque’s model, and this process is a process of
parameter fitting on the available data.
Recall that the salient property of Cinque’s explanation is the

interaction between a fixed universal word order (the Linear Corre-
spondence Axiom) and structure movement operations, with different
markedness weights. A simplified specification of Cinque’s explana-
tion for each word order can be encoded as the values of three merge
operations and the values of two types of move operations, partial
and complete movement. The three merge operations build the struc-
ture linearly, corresponding to the word order. Some word orders
that require merge sequences not allowed by the Linear Correspon-
dence Axiom are encoded as negative data. The move operations
can move elements one step, two steps, that is they can be partial
movement, or all the way to the beginning of the phrase, as com-
plete movement. These two types of move operations can be of sev-
eral kinds, NP-movement, pied-piping, among others. It is crucial
to point out that this is only a model of Cinque’s explanation, lim-
ited only to the discriminating features. For example, the fact that
there are two movement types in the description of each word or-
der does not imply that there are necessarily two movement steps.
There could be more than one partial movement or none. In the
vectorial representation, all partial movements (that is, movements
that do not reach the left edge of the phrase) are reduced to one
value.
The features and the possible values of Cinque’s model are shown

in Figure 2. First, second and third represent the three merge opera-
tions, and their values are the pairs of syntactic part-of-speech-tags
of heads that are being merged (we assume a dependency repre-
sentation for the trees). Partial and complete are the two features
representing the two movements, and their possible values, which
encode the types of movement that Cinque postulates. The values of
this feature are not, encoding the fact that no movement has taken
place, np, encoding the movement of the NP alone, of-who-pp, encod-
ing NP-movement with pied-piping of the picture of who type, and
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Figure 2:
Cinque’s move
and merge

feature vectors.
(See the text for
explanation.)

• Template: < first, second, third, partial, complete, frequency >
• Attributes and Values

– first: AN, DN, ND, NNum, NumN
– second: AD, DA, DNum, NumA, NumD, NumN
– third: AD, AN, ANum, DNum, NumA, NumD
– partial: not, np, of-who-pp, whose-pp
– complete: not, np, of-who-pp, whose-pp
– frequency: very frequent, frequent, rare, none (VF,F,R,No)

• Vectors
AN NumA DNum not not VF
NumN DNum AN not not R
AN DA NumD not not No
DN AD NumA not not No
NumN DNum AD not not No
DN NumD ANum not not No
AN NumA DNum whose-pp not F
AN NumA DNum of-who-pp not R
AN DA NumD whose-pp not No
AN NumA DNum not of-who-pp R
NNum DNum AD not not No
ND NumN ANum not not No
AN NumA DNum whose-pp not F
AN NumA DNum np not R
AN DA NumD not not R
AN NumA DNum np of-who-pp F
AN NumA DNum not of-who-pp R
AN NumA DNum of-who-pp whose-pp R
AN NumA DNum np not R
AN NumA DNum whose-pp np R
AN NumA DNum np np R
AN NumA DNum np whose-pp R
AN NumA DNum whose-pp np F
AN NumA DNum whose-pp whose-pp VF
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whose-pp, encoding NP-movement with pied-piping of the whose pic-
ture type.3
The values in the last column are the frequency property of the

word order, the dependent variable we are trying to explain. We dis-
cuss them below.
Recall that Cysouw proposes a factorial explanation, where fac-

tors are preferences of directionality and surface proximity. Cysouw
shows that three factors are sufficient to achieve a good fit to the data,
and argues that a model with fewer parameters should be preferred to
a model with more parameters: whether the Noun is near the edge of
the Noun phrase or not, whether the Demonstrative is near the edge
or not, and whether the Adjective is near the Noun. These are surface
observed properties that can be encoded directly in the vector of fea-
tures that describes each word order. The resulting features, feature
values, and vectors are shown in Figure 3.
Dryer’s factorial explanation is based on general principles of

symmetry and harmony, and does not use any weighing coefficients.
Again, these are observed properties that can be encoded directly in
the vector of features that describes each word order. The resulting
features, feature values, and vectors are shown in Figure 4.
The goal attribute, the attribute we are trying to predict, is the

frequency of a given word order. Since the actual counts of languages
are still under discussion, and therefore are not entirely reliable, it is a
better representation of the current state of reliability of the frequency
counts to group them in frequency classes. We can group the languages
in different frequency groups, by discretising the frequencies in differ-
ent ways: either as simply possible or impossible (two values), or as
having different levels of frequency. Table 2 shows the different dis-
cretisaton values and how they compare to Dryer’s counts based on
genera. We defined four and seven discrete values, based on obser-
vation of the groupings of the actual numerical values. Figures 2, 3,

3Many instances of wh-movement involve pied-piping. Pied-piping occurs
when a fronted wh-word pulls an entire encompassing phrase to the front of the
clause. Cinque indicates that picture of who pied-piped movement moves a cluster
of the form [XP[NP]], while the whose picture type moves [NP[XP]]. The names
refer to the two constructions in questions such as Whose pictures are you looking
at? and relative clauses such as Mary, your picture of whom/whose picture Tom
likes, is very nice.
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Figure 3:
Cysouw’s

feature vectors.
(See the text

for explanation.)

• Template: < NA-adjacency, N-edge, Dem-edge, frequency >
• Attributes and Values

– NA-adjacency: Y, N
– N-edge: Y, N
– Dem-edge: Y, N
– frequency: very frequent, frequent, rare, none (VF,F,R,No)

• Vectors
Y Y Y VF
Y Y Y R
Y Y N No
N Y N No
N Y N No
N Y N No
Y N Y F
Y N Y R
Y N N No
Y N N R
N N N No
N N N No
Y N Y F
N N Y R
N N N R
Y N N F
Y N N R
Y N N R
N Y N R
N Y N R
N Y N R
N Y Y R
Y Y N F
Y Y Y VF
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• Template:
<symmetry1, symmetry2, asymmetry, U18, harmony, frequency>
• Attributes and Values

– symmetry1: Y, N
– symmetry2: Y, N
– asymmetry: Y, N
– U18: Y, N
– harmony: Y, N
– frequency: very frequent, frequent, rare, none (VF,F,R,No)

• Vectors
Y Y Y Y Y VF
Y N N Y Y R
N Y N Y Y No
N Y N Y Y No
N N N Y Y No
N N N Y Y No
Y Y Y Y N F
Y Y Y N N R
N Y N Y N No
Y Y Y N N R
N Y N N N No
Y N N N N No
Y Y Y Y N F
Y N Y Y N R
N Y Y Y N R
Y Y Y Y N F
N Y Y N N R
Y Y Y N N R
N N Y Y Y R
N Y Y Y Y R
N N Y Y Y R
Y N Y Y Y R
N Y Y Y Y F
Y Y Y Y Y VF

Figure 4:
Dryer’s
feature vectors.
(See the text
for explanation.)
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and 4 show a four-way discretisation into very frequent (VF), frequent
(F), rare (R), and unattested (No). Notice that the fact that we also en-
code unattested word orders means we explicitly represent negative
data.
We can define the problem in two slightly different ways, as a

classification of types or a classification of tokens. In classifying lan-
guage types, we try to assign each language type to a correct frequency
value. Each type to be classified is unique, which yields 24 data points,
for this universal. In developing a model based on a subset of the data,
we are guaranteed that the new test data will be completely unseen.
In classifying tokens, we construct an experimental situation

which corresponds to the real sampling. Each language type is rep-
resented by a variable number of languages. Some of the types are
represented by many languages (those that are frequent), in our rep-
resentation many instances of a given feature vector, other types will
be represented by fewer languages. These differential frequencies are
represented in the training by repeating each example the number of
times indicated in Dryer’s frequency counts by genera. So, for example,
the vector that represents the word order N Dem Adj Num, attested
in four genera, is repeated four times. Unattested word orders will
be explicitly represented as negative data. (That is, unattested word
orders are explicitly represented by one training exemplar.)4 This set
up has many more data points (214 in total) and it could happen that
the test set contains examples of word orders that have also been seen
at training time.
Figure 5 summarises the experimental setup. The three predictive

regimes, ten-fold cross-validation, and the learning methods will be
explained in the next section.
4.2 Models
Once the data are encoded in an appropriate way, we need to re-
produce Cinque’s way of assigning markedness values (fitting the
weights), done by hand, or Cysouw’s way of fitting the model to the

4This is a representational choice that allows us to represent negative data,
as is common in supervised learning. Conceptually, this amounts to giving unat-
tested word orders a (negative) observation in the training set. This means that
we consider unattested data as data that we have not yet seen and that belong
to a qualitatively different frequency class from rare data.

[ 332 ]



Predicting word order universals
• Type-based encoding: each language type as positive or negative piece of
data, possible or impossible word order.
• Token-based encoding: token-based classification encodes frequency of
languages (notion of markedness), following Dryer’s frequency counts
based on genera, as size of sample in the training set.
• Ten-fold cross-validation
• Three predictive regimes:

– two-way: possible, impossible;
– four-way: very frequent, frequent, rare, unattested;
– seven-way: two levels of very frequent, two levels of frequent, two
levels of rare; one for unattested.

Figure 5:
Summary of
materials and
method.

data. Cinque’s and Cysouw’s methods consist, manually or automat-
ically, in assigning weights to reproduce the observed frequencies of
possible and impossible values, with as close a fit as possible.
We will then test the predictive ability of these weighted expla-

nations on data not seen at training time. In this set up, formally,
we say that a computer program learns from experience E with re-
spect to some task T and performance measure P, if its performance
at task T , as measured by P, improves with E. In our case, the train-
ing experience E will be provided by a database of correctly classified
language types or tokens; the task T consists in classifying word or-
der types or tokens unseen in E into predetermined frequency classes;
and the performance measure P will be defined as the percentage of
types or tokens correctly classified. This learning paradigm is called
supervised learning, because of the training phase, in which the algo-
rithm is provided with examples and the correct answers. In the testing
phase, these rules or probabilities are applied to additional data, not
included in the training phase. The accuracy of classification on the
test set indicates whether the rules or probabilities developed in the
training phase are general enough, yielding good test accuracy, or are
too specific to the training set to generalise well to other data.
There are numerous algorithms for learning the weights of a

model in a supervised setting, and many regimes for training and
testing such algorithms. In the following experiments, we use two
probabilistic learning algorithms – Naive Bayes and the Weighted Av-
erage One-dependence Estimator – and n-fold cross-validation as the
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Figure 6:

Naive Bayes
classifier.

Assume target function f : X → V , where each instance x is described by
attributes 〈a1, a2 . . . an〉.
Most probable value of f (x) is:

v = argmax
v j∈V

P(v j |a1, a2 . . . an), (1)

v = argmax
v j∈V

P(a1, a2 . . . an|v j)P(v j)

P(a1, a2 . . . an)
(2)

= argmax
v j∈V

P(a1, a2 . . . an|v j)P(v j). (3)

Naive Bayes assumption:
P(a1, a2 . . . an|v j) =

∏
i

P(ai |v j) (4)

Naive Bayes classifier: vNB = argmax
v j∈V

P(v j)
∏

i

P(ai |v j)

training and testing protocol (Russel and Norvig 1995; Webb et al.
2005).
The Naive Bayes algorithm is based on Bayes theorem and is de-

fined in Figure 6. In this method, the objective of training is to learn
the most probable word order type given the probability of each vector
of features (see equation (1) in Figure 6). This probability is decom-
posed, according to Bayes rule, into the probability of the features
given the word order and the prior probability of the word order itself
(see equations (2) and (3) in Figure 6).
This method is chosen because it is a simple generative proba-

bilistic model. Its generative probabilistic aspect provides a mathe-
matically well-founded framework to predict frequencies and com-
bine attributes. In a generative probabilistic setting, the typological
frequencies are the expression of an underlying generative probabilis-
tic model – the probabilistic independent variables – that give rise
to the observed dependent variable – the frequency. The simplicity of
the model has two justifications: on the one hand, the simplest models
provide the strongest theories, by Occam’s razor; on the other hand,
a simple model allows a clear interpretation of the outputs and of the
results.
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In a classification task, we want to predict the class, in our case
the frequency of the word order (for example, very frequent, frequent,
rare, none), based on some descriptively pertinent features of the prob-
lem. The most noticeable feature of Naive Bayes is the very strong
conditional independence assumption across features (see equation
(4) in Figure 6). In our case, this assumption represents the intuition
that the principles used to build word orders are independently mo-
tivated, and therefore they should be able to combine freely. This is
a strong assumption that has important theoretical consequences. To
verify its validity, then, we also experimented with a more complex
model where properties are not assumed to be independent of each
other. The model, called an averaged weighted one-dependence es-
timator (WAODE), assumes dependence from only one attribute at a
time, taking the weighted average of the results of all the attributes.
To avoid excessive dependence of the results on a specific parti-

tion of the data, we use cross-validation. Cross-validation is a training
and testing protocol in which the data is randomly partitioned into n
parts, and then the learner is run n times, using n − 1 partitions for
training and the remaining one for testing. At each run of the learner,
a different partition is chosen for testing. The performance measure is
averaged over all n experiments.
Finally, the results will be compared to an uninformed baseline

which consists in assuming that all word orders belong to the most
frequent class. The baseline is helpful in indicating whether the models
learn anything beyond mere frequency effects.

5 results and discussion

We are now in a position to run the experiment. We run a 10-fold
cross-validation, using a Naive Bayes classifier. We use the widely-
used, open-source Weka data mining software.5 Table 3 shows the
results of the experiment, as the proportion of correct answers (per-
cent accuracy).6 In comparing these numbers, the discussion in the
introduction should be borne in mind which indicated that models

5http://weka.wikispaces.com/
6As usual, accuracy is defined as the number of correctly classified items

over the total number of items.
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Table 3:

Percent (rounded accuracy)
of languages or language
types classified in the right
frequency class. Italics
indicate lower than
baseline results.

Naive Bayes
Type (24) Token (214)

Two Four Seven Two Four Seven
Cinque 88 58 42 97 87 89
Cysouw 67 21 66 93 90 68
Dryer 92 54 63 97 93 71
Baseline 71 50 38 97 47 28

with more parameters have more degrees of freedom and can fit the
data better, but at the cost of greater complexity. At comparable per-
formance levels, then, smaller models are usually preferred. By the
same reasoning, small models that achieve lower performance than
their competitors can often improve results by adding factors. As can
be seen by the accuracy results, the models’ generalisation is far from
perfect, at the level of language types (shown in the left panel). In the
binary classification, possible or impossible languages, almost 10% of
the data are incorrectly classified. See for example the results on two-
way type-based classification of both Cinque and Dryer. Some of the
models of type-based classification have performances below or equal
to the baseline: the model does not learn. This result illustrates the les-
son that models need to be tested on external data; conclusions based
on the data used to develop the models are often overly optimistic.
Token-based classification yields better results, especially in the four-
way classification, with a small number of factors.
5.1 Analysis of results
We concentrate now on a more detailed analysis of the models, start-
ing with Cinque’s model. The aggregated accuracy results shown in
Table 3 can be disaggregated into more informative subcases, by look-
ing at precision and recall by frequency type and by looking at confu-
sion matrices.7 All the mistakes, as indicated by the results per class
and by the confusion matrix, shown in Tables 4 and 5, fall in the fre-
quent, rare, and none category. Interestingly, most mistakes tend to

7As usual, we use the measures of precision and recall. Precision is the num-
ber of correctly classified items over the total number of items proposed by the
algorithm as belonging to a given class; recall is the number of correctly classified
items over the total number of items that should have been found in a given class;
and F is their harmonic mean. Confusion matrices indicate the correct output by
rows and the model’s predictions by columns.
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Naive Bayes Results
Precision Recall F

Very Frequent 91 100 95
Frequent 85 86 85
Rare 91 57 70
None 56 71 62

Table 4:
Percent precision, recall
and F measure
by frequency class
of token-based Naive Bayes
classifier for Cinque’s
model.

Confusion Matrix
Very Frequent Frequent Rare None

Very Frequent 101 0 0 0
Frequent 10 61 0 0
Rare 0 11 20 4
None 0 0 2 5

Table 5:
Confusion Matrix of
token-based Naive Bayes
classifier for Cinque’s
model.

classify the tokens in a class of higher frequency than the correct one;
only four of the rare cases are mistakenly classified as unattested. This
shows that the attributes associated with frequent events dominate the
classification.
The Naive Bayes confusion matrix by frequency class indicates

that very frequent orders and unattested word orders are overesti-
mated (Recall > Precision), while frequent and rare word orders are
underestimated (Precision > Recall). The fact that the F-measure de-
creases with the frequency of the class indicates that the model is not
a good predictor of cases that are rarely attested in the training data.
Even more informative are the actual probabilities learnt by the

model. If we look at the joint probability distribution of the attributes
and their values, shown in Table 6, we can see that there is a very
strong association among one value of the three merge attributes (first,
second, and third) and one class of frequency: first:AN, second:NumA,
and third:DNum are indicators of the difference between all three at-
tested frequency classes and the unattested one. The attributes com-
plete and partial are not as informative about the frequency distinc-
tions.
We can also calculate the probabilities of different aspects of the

model by marginalising out some of the details of the distribution.
If we marginalise out the values by frequency, we find that partial
and complete movement have very different distributions, as shown

[ 337 ]



Paola Merlo
Table 6:

Cinque’s joint
probability
Naive Bayes

tables.

Very Frequent Frequent Rare None

First

AN 0.96 0.95 0.85 0.25
DN 0.01 0.013 0.025 0.25
ND 0.01 0.013 0.025 0.17
NNum 0.01 0.013 0.025 0.17
NumN 0.01 0.013 0.075 0.17

Second

AD 0.01 0.012 0.24 0.15
DA 0.01 0.012 0.097 0.23
DNum 0.01 0.012 0.073 0.23
NA 0.95 0.93 0.76 0.08
NumD 0.01 0.012 0.24 0.15
NumN 0.01 0.012 0.24 0.15

Third

AD 0.01 0.012 0.24 0.23
AN 0.01 0.012 0.073 0.08
ANum 0.01 0.012 0.24 0.23
DNum 0.95 0.93 0.76 0.08
NumA 0.01 0.012 0.24 0.15
NumD 0.01 0.012 0.097 0.23

Partial
not 0.43 0.013 0.28 0.64
np 0.009 0.29 0.38 0.09
of-who-pp 0.009 0.013 0.20 0.09
whose-pp 0.55 0.68 0.13 0.18

Complete
not 0.43 0.53 0.46 0.73
np 0.009 0.16 0.15 0.09
of-who-pp 0.009 0.29 0.15 0.09
whose-pp 0.55 0.013 0.23 0.09

Table 7:
Probability distributions of feature

values by type of movement.

not np of-who-pp whose-pp
Partial 0.34 0.19 0.08 0.39
Complete 0.54 0.10 0.13 0.22

in Table 7.8 If we sum up the probabilities and compare all types
of movement operations (the last three columns) to no movement,
we find that the partial movement operation is twice as probable
as no movement, while complete movement is a little less probable
than no complete movement. This shows that while no movement
is preferred to complete movement, as predicted by Cinque’s the-
ory, partial movement is more probable than no partial movement,
and also more probable than complete movement. These two results

8Recall that movement of the pictures of who type is coded as of-who-pp and
whose picture is coded as whose-pp.
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Very Frequent Frequent Rare None
Y N Y N Y N Y N

NA-adjacency 0.99 0.01 0.99 0.01 0.40 0.60 0.33 0.67
N-edge 0.99 0.01 0.16 0.84 0.49 0.51 0.55 0.45
Dem-edge 0.99 0.01 0.55 0.45 0.51 0.49 0.11 0.89

Table 8:
Cysouw’s joint
probability
Naive Bayes
tables.

Naive Bayes Results
Precision Recall F

Very Frequent 99 100 99
Frequent 83 100 91
Rare 81 60 69
None 0 0 0

Table 9:
Percent precision, recall and F measure by
frequency class of token-based Naive Bayes
classifier for Cysouw’s model.

are not expected, as complete movement is supposed to be easier
than partial movement, so that one could expect it to occur more
often.
We can also observe how partial and complete movement types

pattern across frequency levels. There are different types of frequent
word orders, and even more types of rare word orders. If we look at
the distribution of types of movement for frequent and rare word or-
ders, we see the patterns shown in the two central columns (Frequent,
Rare) of the last two sets of rows (Partial, Complete) in Table 6. Par-
tial movement is not always more frequent and complete movement
is not always less frequent. The noticeable differences in distributions
indicate that all these distinctions (partial, complete) and their four
levels are needed for accurate classification.
The same analysis of results can be applied to Cysouw’s model. In

Table 8, we can see that NA-adjacency distinguishes very frequent and
frequent word orders from rare and unattested word orders, but does
not distinguish within these two groups; N-edge distinguishes all four
classes; Dem-edge makes a three-way distinction, it distinguishes very
frequent, from frequent and rare, from unattested. The most promi-
nent results shown in the disaggregated precision and recall measures
by class concerns unattested word orders, as indicated in Table 9.
Cysouw’s model does not appear to be able to predict this frequency
class. The confusion matrix, shown in Table 10, indicates that unat-
tested word orders are confused with rare word orders, but also with
frequent word orders. Rare word orders also show several errors, con-
fused with frequent and, in two cases, with very frequent word orders.
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Table 10:

Confusion Matrix
of Naive Bayes
classifier for

Cysouw’s model.

Very frequent Frequent Rare None
Very frequent 101 0 0 0
Frequent 0 71 0 0
Rare 2 12 21 0
None 0 2 5 0

Table 11:
Dryer’s joint
probability
Naive Bayes

tables.

Very Frequent Frequent Rare None
Y N Y N Y N Y N

Symmetry1 0.99 0.01 0.84 0.16 0.62 0.38 0.22 0.78
Symmetry2 0.99 0.01 0.99 0.01 0.54 0.46 0.55 0.45
Asymmetry 0.99 0.01 0.99 0.01 0.92 0.08 0.11 0.89
U18 0.99 0.01 0.99 0.01 0.65 0.35 0.67 0.33
Harmony 0.99 0.01 0.16 0.84 0.49 0.51 0.55 0.45

This model makes fewer mistakes, but appears to have a higher degree
of confusion across frequency types than Cinque’s model.
The analysis of Dryer’s model shows different patterns of dis-

tributions and errors from the other two models. If we look at the
joint probability distributions associated with the attributes in Dryer’s
model, shown in Table 11, we can observe that the principle Sym-
metry1 discriminates all frequency classes, while neither the princi-
ples Symmetry2, Asymmetry nor U18 make a clear distinction between
very frequent and frequent word orders, and between rare and unat-
tested word orders. The Harmony principle, on the other hand, does
discriminate among all frequency classes, often in the opposite direc-
tion from the principle Symmetry1. The most surprising observation
that emerges from these probabilites is that frequent word orders are
observed to be frequent, despite the fact that they are disharmonic
(P=0.17 for the probability of exhibiting the Harmony property for
frequent word orders, compared to P=0.87 for those not exhibiting
this property). Table 12 shows that this model is affected by frequency
effects, as shown by the fact that frequent word orders are overesti-
mated (Precision> Recall), while rare word orders are underestimated
(Precision < Recall). Table 13 shows that there are twice as many er-
rors confusing more frequent with less frequent word orders than the
reverse (11 vs. 5). The table also shows that frequent and rare orders
are confused, and that rare and unattested orders are also confused.
These analyses of the errors show that, once tested in a precise

learner, the attributes that define these three theories do not always
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Naive Bayes Results
Precision Recall F

Very Frequent 100 100 100
Frequent 94 84 90
Rare 73 86 79
None 86 86 86

Table 12:
Percent precision, recall,
and F measure by
frequency class of
token-based Naive Bayes
classifier for Dryer’s model.

Very frequent Frequent Rare None
Very frequent 101 0 0 0
Frequent 0 61 10 0
Rare 0 4 30 1
None 0 0 1 6

Table 13:
Confusion Matrix of Naive
Bayes classifier for Dryer’s
model.

behave as expected. For example, in Cinque’s model, complete move-
ment is less likely than partial movement, while in Dryer’s model
some of the attributes do not discriminate the typological frequency
classes.9 Also, all the models make mistakes when used predictively.
Because the Naive Bayes model is predicated on a strong independence
assumption of the attributes, we turn to verifying if this assumption is
valid for our data.
5.2 Validating the independence assumption
As a control of the independence assumption in the Naive Bayes
model, we also learn the data with a probabilistic classifier that relaxes
the strong independence assumption. The model, called an averaged
weighted one-dependence estimator (WAODE), assumes dependence
from only one attribute at a time, taking the weighted average of all
the possible dependencies. What is relevant here is that this consti-
tutes a minimally different model from a Naive Bayes classifier, so that
only the assumption of independence of attributes is changed across
the two models. For Cinque’s and Dryer’s models, results are much
better, as shown in Table 14. In particular, the classifiers no longer
mistake systematically the frequent word orders, as shown in Tables
15, 16, and 17, reporting the confusion matrices. However, here again
the accuracy, while very high, is not perfect. This demonstrates that
a true separate test set is needed to assess the real generality of the

9 I thank one of the reviewers for pointing out, correctly, that this result actu-
ally means that Dryer’s model could have fewer attributes, hence could be made
more economical, without loss in predictive power.
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Table 14:

Percent of languages
classified in the right
frequency class, for a
token-based four-way

classification.

WAODE classifier Naive Bayes
Precision Recall F Acc Acc

Cinque 94 93 93 93 87
Cysouw 87 90 88 90 90
Dryer 96 96 96 96 93

Table 15:
Confusion Matrix of
WAODE classifier for

Cinque’s model.

Very frequent Frequent Rare None
Very frequent 101 0 0 0
Frequent 0 71 0 0
Rare 0 10 23 1
None 0 0 2 5

Table 16:
Confusion Matrix of
WAODE classifier for

Dryer’s model.

Very frequent Frequent Rare None
Very frequent 101 0 0 0
Frequent 0 71 0 0
Rare 0 7 28 0
None 0 0 1 6

Table 17:
Confusion Matrix of
WAODE classifier for
Cysouw’s model.

Very frequent Frequent Rare None
Very frequent 101 0 0 0
Frequent 0 71 0 0
Rare 1 12 21 0
None 0 2 5 0

proposed models. Cysow’s model, on the other hand, has the same ac-
curacy (and same confusion matrix) in the two models, which shows
that the parameters in this model are indeed independent.
The fact that a classifier that makes weaker independence as-

sumptions about its attributes yields better performance than Naive
Bayes, which assumes conditional independence of the attributes, in-
dicates that the attributes are not independent. These attributes are
supposed to be the primitive, independently motivated – in a differ-
ent sense of the word independent – operations and properties of the
different linguistic proposals that give rise to the different word or-
ders. Finding a statistical dependence among them indicates that part
of the explanation of the data is given by the interaction of the factors,
interaction that cannot be independently motivated, as it is specific to
these data. This means that part of the explanation provided by the
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linguistic models rests on interactions other than those operations that
can be justified on general theoretical grounds.

6 conclusions

This paper has shown in detail how simple computational learning
paradigms can help test and compare theories about universals. The
process of finding probabilities automates and makes mathematically
precise the assignment of weights that we find in proposals about lan-
guage universals, but does not change the logic of these proposals.
The added value of this procedure is two-fold. On the one hand, we
use a mathematically well-defined probabilistic framework, so that
combination of factors, ranking, and optimisation processes are well-
defined. On the other hand, the evaluation rests on the use of unseen
data, so that the quantitative results are a measure of generalisation.
This method, then, constitutes a well-defined procedure to estimate
the weights of the operations and aspects of themodels and to compare
their generalisation capabilities, with sometimes interesting results.
For example, we uncover the fact that the properties of the models
are interdependent, and hence not theoretically fully independently
motivated. Future work lies in developing more accurate models for
more complex or more comprehensive problems.
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The literature on error-driven learning in Harmonic Grammar (HG)
has adopted the Perceptron reweighing rule. Yet, this rule is not suited
to HG, as it fails at ensuring non-negative weights. A variant is thus
considered which truncates the updates at zero, keeping the weights
non-negative. Convergence guarantees and error bounds for the orig-
inal Perceptron are shown to extend to its truncated variant.

1 introduction

Language learning is the process of selecting a grammar from a given
typology of grammars based on some linguistic data. Assume that the
learner maintains a current grammar representing its current hypoth-
esis on the target adult grammar it is being trained on. Training data
come in a stream. Whenever the current grammar makes an error on
the current piece of training data, it is updated to a slightly different
one. The current piece of data is then discarded and the learner waits
for the next piece of training data to evaluate the performance of the
updated grammar. This learning scheme is called error-driven because
the learning dynamics is driven by the errors made on the incoming
stream of data. This scheme has been thoroughly investigated in the
machine learning literature (where it is commonly called online learn-
ing; for a review, see Kivinen 2003; Cesa-Bianchi and Lugosi 2006,

*I would like to thank Paul Boersma and Nazarré Merchant for useful com-
ments. The research reported in this paper has been supported by a Marie Curie
Intra European Fellowship (Grant agreement number: PIEF-GA-2011-301938).
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chapters 11, 12; and Mohri et al. 2012, ch. 7). Within the language
acquisition literature, this learning scheme has been endorsed at least
since Wexler and Culicover (1980) for two reasons. First, an error-
driven learner describes a sequence of grammars in typological space
and thus provides a tool to model child acquisition paths. Second, an
error-driven learner does not keep track of previously seen data (the
current piece of data is discarded at the end of each iteration) and can
thus be used to model the early stages of language acquisition prior
to the development of the native language lexicon (such as the early
acquisition of phonotactics; Hayes 2004).

The most basic question of the computational theory of error-
driven learning concerns convergence: is it possible to guarantee that
the learner only makes a finite number of errors, so that it describes
a finite sequence of grammars in typological space? Convergence is
crucial because it means that the learner eventually settles on a final
grammar which will never be further updated and thus counts as the
grammar learned by the algorithm. This paper focuses on convergence
of error-driven learning within the framework of Harmonic Grammar
(HG; Legendre, Miyata, and Smolensky 1998b,a; Smolensky and Leg-
endre 2006).

Within the HG framework, the typology of grammars is parame-
terized through an assignment of weights to a given, finite set of con-
straints which extract the relevant properties of the linguistic data.
Whenever the HG error-driven learner makes an error, the constraints
are slightly reweighed. The recent HG computational literature has
adopted the Perceptron (or delta) reweighing rule (Pater 2008; Jesney
and Tessier 2011; Coetzee and Pater 2008, 2011; Coetzee and Kawa-
hara 2013; Boersma and Pater to appear, among many others). Ac-
cording to this rule, a certain amount is added to certain weights and
subtracted from others. This reweighing rule comes with convergence
guarantees, reviewed in Section 2: the number of errors is always fi-
nite and can be bounded in terms of certain “geometric” properties of
the training data (Rosenblatt 1958, 1962; Block 1962; Novikoff 1962;
Minsky and Papert 1969; Cesa-Bianchi and Lugosi 2006, chapters 11,
12; Mohri et al. 2012, ch. 7).

Despite current practice, the Perceptron is not suited to HG. Cru-
cially, HG requires the weights to be non-negative, in order to avoid
undesired typological predictions. Yet, the Perceptron does not en-

[ 346 ]



The truncated Perceptron reweighing rule

force non-negativity of the final weights, since the current weights
are decreased (as well as increased) throughout learning. A simple
solution to this problem is a variant of the Perceptron reweighing
rule which truncates the updates at zero, thus ensuring non-negativity
of the final weights (Boersma and Pater to appear; Boersma and van
Leussen 2014). Although a run of the original and the truncated Per-
ceptron can differ substantially, Section 3 shows that a run of the trun-
cated Perceptron can be “mimicked” with a run of the original Percep-
tron on a slightly different sequence of data. Convergence guarantees
thus extend from the original to the truncated Perceptron. This obser-
vation yields the first convergence guarantee for an HG error-driven
learner consistent with HG’s restriction to non-negative weights. This
result is constraint-independent, namely it follows from the HG mode
of constraint interaction and thus holds for any constraint set. Sec-
tion 4 extends the reasoning to the stochastic implementation of HG
error-driven learning and to the noisy learning setting.

2 the perceptron hg learner

This Section reviews the implementation of error-driven learning used
in the current HG literature, based on the Perceptron reweighing rule.
2.1 Algorithmic core
Within HG, the typology of grammars is parameterized by an assign-
ment of weights θ1, . . . ,θk, . . . ,θn to a given collection of n phonological
constraints C1, . . . , Ck, . . . , Cn. These weights are collected together into
a weight vector θ = (θ1, . . . ,θn). The error-driven learning scheme can
then be made explicit in HG as in (1).
(1)

..Initialize the
current weight

vector θ
.

(a): get an
underlying/
winner/loser
form triplet
(x , y, z)

.

(b): check whether
the current weight

vector θ is consistent
with the current
triplet (x , y, z)

.

(c): update the
current weight
vector θ in

response to its
current failure

.

no

.

yes
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The algorithm maintains a current vector θ of constraint weights. The
analyses reported in this paper are independent of how these weights
are initialized; for concreteness, I assume throughout that they are all
initialized to zero (the extension to arbitrary initial weights is straight-
forward). The current weights are then updated by looping through
the three steps (1a)–(1c), described in detail below.
2.2 Data provided at step (1a)
At step (1a), the learner receives a piece of data. At a minimum, this
piece of data consists of a surface form y, say some form which is licit
according to the phonotactics corresponding to the target grammar
the learner is being trained on. In some applications, the correspond-
ing underlying form x can be assumed to be provided as well. In other
applications, the learner needs to be endowed with an additional sub-
routine to reconstruct the underlying form (e.g., set the current un-
derlying form x identical to the current surface form y; Prince and
Tesar 2004; Hayes 2004; Magri 2015). Yet, the analyses reported in
this paper are independent of the subroutine for the choice of the un-
derlying form, which I thus assume to be provided in some arbitrary
way along with the surface form at step (1a). The mapping (x , y) of the
underlying form x to the surface form y must beat the mapping (x , z)
of x to any other loser candidate z (loser candidates are stricken out
as a mnemonic) according to the target grammar the learner is being
trained on. The learner needs to focus on one such loser candidate z.
Usually, this loser candidate is chosen through a proper subroutine.1
Yet, the analyses reported in this paper are independent of the sub-
routine for the choice of the loser form, which I thus assume to be
provided in some arbitrary way at step (1a) as well. In the end, I as-
sume that the learner is fed at step (1a) a piece of data which consists
of an underlying/winner/loser form triplet (x , y, z). The collection of
these triplets is called the training set (each triplet from the training
set can of course be fed multiple times to the learner).

1A reasonable choice is to set the current loser z equal to the candidate which
is predicted to win according to the grammar corresponding to the current weight
vector θ . With this choice of the current loser, the following step (1b) can be
reformulated as follows: “check whether the intended winner y coincides with
the predicted winner z”.
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2.3 Consistency condition checked at step (1b)
At step (1b), the learner checks whether the current weight vector θ
is consistent with the current underlying/winner/loser form triplet
(x , y, z), namely whether the HG grammar corresponding to the cur-
rent weight vector θ manages to make the intended winner y beat
the intended loser z for the underlying form x . To start, assume that
all constraints are binary, namely they assign at most one violation.
In this case, the condition that the intended winner y beats the in-
tended loser z boils down to the condition (2). This condition says
that the sum of the current weights θ1,θ2, . . . of the winner-preferring
constraints collected into the set W (namely those constraints which
assign fewer violations to the winner y than to the loser z) is larger
than the sum of the weights of the loser-preferring constraints collected
into the set L (namely those constraints which assign fewer violations
to the loser z than to the winner y).
(2)
∑
h∈W

θh >
∑
k∈L

θk

In the general case of arbitrary (possibly non-binary) constraints, the
consistency condition generalizes to (3). The violation difference of con-
straint Ck is the difference between the number of violations Ck(x , z) it
assigns to the loser z minus the number of violations Ck(x , y) it assigns
to the winner y (see appendix A.1 for discussion). Condition (3) thus
requires the average of the constraint violation differences weighted
by the current weights θk to be strictly positive.
(3)

n∑
k=1

�
Ck(x , z)− Ck(x , y)︸ ︷︷ ︸
violation difference
of constraint Ck

�
θk > 0

In the case of binary constraints, the consistency condition (3) indeed
reduces to (2).
2.4 Update performed at step (1c)
If the consistency condition (2)/(3) is satisfied, the current weight
vector already predicts that the current winner y beats the current
loser z. The learner thus has nothing to learn from the current com-
parison and loops back to step (1a). Otherwise, the current weight
vector θ needs to be updated at step (1c) in response to its current
failure. To start, assume that the constraints are all binary. Failure of
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condition (2) suggests that the weights corresponding to the winner-
preferring (loser-preferring) constraints are too small (too large). One
reasonable update strategy is thus (4), which promotes (demotes)
the winner-preferring (the loser-preferring) constraints by a small
amount, say 1 for concreteness; for an illustration, see (10) below.
(4) a. Increase the current weight of each winner-preferring con-

straint by 1;
b. decrease the current weight of each loser-preferring con-

straint by 1.
In the general case of arbitrary (possibly non-binary) constraints, the
update rule (4) is generalized as in (5) (Jesney and Tessier 2011; Co-
etzee and Pater 2008, 2011; Coetzee and Kawahara 2013; Boersma
and Pater to appear, among many others). If a constraint Ck is winner-
preferring (loser-preferring), its violation difference Ck(x , z)−Ck(x , y)
is positive (negative) and its weight is therefore increased (decreased)
by the update rule (5). In the case of binary constraints, the update
rule (5) indeed reduces to (4).
(5) Update each current weight θk by adding the corresponding vi-

olation difference Ck(x , z)−Ck(x , y).
After the update, the learner loops back to step (1a), waits for another
piece of data, and starts all over again.
2.5 Convergence
Boersma and Pater (to appear) note that the HG reweighing rule (5)
can be interpreted as the Perceptron (or delta) update rule. They thus
reinterpret the convergence guarantees for the Perceptron (Rosenblatt
1958, 1962; Block 1962; Novikoff 1962; Minsky and Papert 1969; Cris-
tianini and Shawe-Taylor 2000, Theorem 2.3; Cesa-Bianchi and Lugosi
2006, ch. 12; Mohri et al. 2012, ch. 7) as the following Theorem 1 on
convergence of the HG error-driven learner.2 See Magri (to appear)
for discussion of the error bound (6).

2 Boersma and Pater (to appear) call the learner just described the (deter-
ministic) HG-GLA. I prefer the name HG (Perceptron) error-driven learner, thus
keeping the acronym “GLA” for a specific implementation of OT error-driven
learning, characterized by the fact that the promotion amount is set equal to the
demotion amount.
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Theorem 1 The HG error-driven learner (1) with the HG update condi-
tion (3) and the Perceptron reweighing rule (5) converges: the number of
errors is bounded by

(6)
� radius of the training data
margin of the training data

�2
when the training set consists of underlying/winner/loser form triplets
which are all consistent with some HG grammar and have bounded viola-
tion differences.

Theorem 1 provides an error bound (6) which depends on some
“geometric” properties of the training data, namely their radius and
their margin (of separability). Here is the idea in a nutshell. The train-
ing set consists of underlying/winner/loser form triplets (x , y, z). For
each of these training triplets, collect into a vector the n violation
differences assigned by the phonological constraints C1, . . . , Cn to that
triplet. The resulting vector can be thought of as a point in the carte-
sian n-dimensional space. The radius of the training data which ap-
pears in the numerator of (6) is the radius of the smallest sphere
which contains all the vectors of constraint violation differences that
the learner is trained on, as explained in Appendix A.2. Of course,
the error bound (6) only makes sense provided that the radius in the
numerator is finite, or equivalently that the violation differences are
bounded, as indeed required by the statement of the Theorem. That
is in particular the case if the number of violations assigned by the
constraints is upper bounded by some constant.

The precise definition of themargin (of separability)which appears
in the denominator of (6) is somewhat involved and is therefore rel-
egated to Appendix A.3. The following intuitive illustration suffices
for the rest of the paper. Theorem 1 assumes that the training set is
consistent with some HG grammar. Yet, consistent training sets can
differ in their degree of consistency. The training set has a high degree
of consistency if it is consistent with a certain HG grammar and re-
mains consistent when the corresponding weight vector is tampered
with. The training set has instead a small degree of consistency if even
a slight modification of any consistent weight vector affects consis-
tency. The margin which appears in the denominator of (6) can be in-
terpreted as the degree of consistency of the training set. Intuitively, a
training set with a large degree of consistency should be easy to learn:
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it should be easy to shoot at a consistent weight vector. A training set
with a small degree of consistency should instead be hard to learn: a
careful aim is required to shoot precisely at a consistent weight vec-
tor. The error bound (6) formalizes this intuition: a training set with a
high (low) degree of consistency has a large (small) margin, yielding
a small (large) error bound (6) which provides guarantees for better
(worse) performance of the HG learner.

3 the perceptron hg learner

This section explains why the problem of convergence for HG error-
driven learning is still open in the literature and provides a simple and
principled solution.
3.1 The problem of non-negative weights
Constraints in HG are always interpreted as expressing penalties, never
rewards. Hence, constraint weights need to be enforced to satisfy the
non-negativity condition (7) in order for HG to avoid undesired ty-
pological predictions, whereby less marked structures are mapped to
more marked ones (Legendre et al. 2006; Keller 2000).
(7) θ1, . . . ,θn ≥ 0

Here is an elementary counterexample which illustrates the impor-
tance of this non-negativity condition. Suppose that the constraint
set contains the markedness constraint NoVoice against voiced ob-
struents and the identity faithfulness constraint Ident[voice] for
voicing. Suppose furthermore that the underlying form /ta/ comes
with the two surface candidates [ta] and [da]. If the two constraints
are allowed to take on negative weights (say θNoVoice = −3 and
θIdent = −1), the corresponding HG grammar maps the voiceless
stop to a voiced one, whereby an unfaithful mapping yields no gain in
markedness.

Despite the non-negativity condition (7) being a crucial compo-
nent of HG’s mode of constraint interaction, the Perceptron update
rule (4)/(5) used in the current literature does not in any way guar-
antee that the current and final weights entertained by the algorithm
satisfy this non-negativity condition (7). Even if the current weights
are initialized to large initial values, there is no guarantee that they
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will never drop below zero, as the number of updates – and thus in
particular the number of demotions (4b) – crucially depends on the
size of the initial weights. Furthermore, certain modeling applications
have been argued to require certain constraints to start with initial
weights equal to zero, namely to start right at the edge of the forbidden
zone. For instance, Jesney and Tessier (2011) argue that input-output
faithfulness constraints need to start with null initial weights, in order
to prevent gang-up effects that might foul the learner into learning
phonotactically unrestrictive final weights. In conclusion, the Percep-
tron reweighing rule (4)/(5) does not yield a proper HG error-driven
learner. The rest of this section develops a solution to this problem.3

3.2 The truncated Perceptron reweighing rule
To start, assume for concreteness that all constraints are binary. A nat-
ural strategy to enforce non-negativity of the current and final weights
is to switch from the original Perceptron update rule (4) to the truncated
Perceptron update rule (8). The two update rules coincide as long as
the current weights stay non-negative. But when the original update
rule (4) would demote a certain weight below zero, the truncated rule
(8) leaves that weight unchanged; for an illustration, see (12) below.

3 A different solution to this problem is to use the Winnow algorithm in-
stead of the Perceptron algorithm (Littlestone 1988). In fact, Winnow adopts a
multiplicative update rule (rather than the Perceptron’s additive update rule) and
therefore effectively keeps the weights non-negative. Unfortunately, convergence
guarantees for Winnow only hold when the amount of reweighing (also called the
plasticity or the step size) has been properly chosen in a way that crucially depends
on the margin of the training data. Since the margin is not known beforehand,
the algorithm needs to be supplemented with a procedure to estimate the margin
online, making the overall implementation more complex. Despite this difficulty,
it might be worth exploring the use of Winnow’s reweighing rule for HG error-
driven learning. In fact, Boersma and Pater (to appear) report simulation results
with a reweighing rule which is very similar to Winnow’s (it only differs be-
cause the current weights are not normalized, contrary to what is prescribed by
Winnow). Although the variant tested in Boersma and Pater’s simulations has
no guarantees of convergence (normalization of the weights plays a crucial role
in Winnow’s convergence proof), they report that the number of errors is sig-
nificantly smaller than with the Perceptron on their test cases. Indeed, Winnow
and the Perceptron have been compared extensively in the machine learning
literature (Kivinen, Warmuth, and Auer 1997), with the two update rules out-
performing each other on different types of training sets.
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(8) a. Increase the current weight of each winner-preferring con-
straint by 1;

b. decrease the current weight of each loser-preferring con-
straint by 1, unless that would make that weight negative, in
which case do not modify that weight.

In the general case of arbitrary (possibly non-binary) constraints, the
truncated Perceptron reweighing rule becomes (9). This is the original
update rule (5) apart from the additional “unless” clause in italics,
meant to prevent the weights from ever turning negative.4 In the case
of binary constraints, (9) indeed reduces to (8).
(9) Update each current weight by adding the violation difference of

the corresponding constraint, unless that update would make that
current weight negative, in which case do not modify that weight.

Boersma and Pater (to appear, p. 19) and Boersma and van Leussen
(2014, section 5) report encouraging simulation results with this trun-
cated reweighing rule. But what about its theoretical guarantees? The-
orem 1 guarantees that the learner with the original Perceptron update
rule (4)/(5) can only make a finite number of errors and furthermore
provides an explicit error bound. What about the truncated Perceptron
update rule (8)/(9)? The two update rules are superficially similar; yet,
they describe quite different algorithms. Indeed, suppose that the cur-
rent weights are all initialized to zero. The original Perceptron update
rule will then perform lots of demotions below zero that the truncated
Perceptron is forbidden to mimic. As a result, the sequence of gram-
mars entertained by the original Perceptron will turn out to be quite
different from the sequence of grammars entertained by the truncated
Perceptron. Is there any way to extend the theoretical guarantees that
hold for the original Perceptron to its truncated variant?
3.3 Sketch of the analysis on a concrete example
Consider three constraints IdentVoiceOnset (which requires preser-
vation of voicing in onset position), IdentVoice (which requires

4A slight variant of (8)/(9) is as follows: when updating a weight would make
that weight negative, instead of leaving that weight unchanged, set that weight
equal to the smallest licit value, namely to zero. The analysis presented below
trivially extends to this variant as well.
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preservation of voicing in an arbitrary position), and NoVoice (which
militates against obstruent voicing). Assume that the underlying form
/da/ only comes with the two candidates [da] and [ta]. Suppose that
at a certain iteration of the HG learner, the current weight of the con-
straint IdentVoiceOnset is equal to zero, thus barely satisfying the
non-negativity condition (7). Suppose for concreteness that the cur-
rent weights of the other two constraints IdentVoice and NoVoice
are instead positive, say equal to 7 and 3 respectively, as indicated by
the weight vector on the left hand side of (10).
(10) Update by the original Perceptron:

..IdentVoiceOnset
IdentVoice

NoVoice

07
3

.
−1

6
4

. (/da/, [ta], [da])

Suppose that the learner is trained on a target grammar which bans
voiced obstruents across the board. The learner is thus fed the un-
derlying form /da/ together with the corresponding intended winner
[ta] and the faithful loser [da] , as indicated by the label on top of the
arrow in (10).

The markedness constraint NoVoice prefers the winner candi-
date [ta] while the two faithfulness constraints IdentVoiceOnset
and IdentVoice prefer the loser candidate [da], as shown in (11).
(11) Input: /da/ IdentVoiceOnset IdentVoice NoVoice

θ = 0 θ = 7 θ = 3

a. [ta] ∗(l) ∗(l)
b. + [da] ∗(w)

The weight θNoVoice = 3 of the winner-preferring constraint is
not larger than the sum θIdentVoiceOnset + θIdentVoice = 0 + 7
of the weights of the two loser-preferring faithfulness constraints.
Condition (2) therefore fails and the current weights need to be up-
dated. The original Perceptron update rule (4) prescribes that the
weights of the two loser-preferring constraints IdentVoiceOnset
and IdentVoice each be decreased by 1 while the weight of the
winner-preferring constraint NoVoice be increased by 1, obtain-
ing the updated weight vector on the right hand side of (10). The
weight of the loser-preferring constraint IdentVoiceOnset has thus
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dropped to the negative value −1, in violation of the non-negativity
condition (7). If this were the final update, the learner would have
effectively failed.

The update according to the truncated Perceptron update rule (9)
in this same scenario is described in (12). The weight of the winner-
preferring constraint NoVoice is increased by 1 and the weight of the
loser-preferring constraint IdentVoice is decreased by 1, just as in
the case of the original Perceptron. The crucial difference is that the
weight of the constraint IdentVoiceOnset is left unchanged in order
to prevent it from turning negative, despite the fact that the constraint
is loser-preferring.
(12) Update by the truncated Perceptron:

..IdentVoiceOnset
IdentVoice

NoVoice

07
3

.
06

4

. (/da/, [ta], [da])

Crucially, the update (12) by the truncated Perceptron can be ana-
lyzed as the sequence (13) of two updates by the original Perceptron.
At the first update (13a), the original Perceptron is fed the piece of
data (/da/, [ta], [da]) as in (10). Thus, in particular, the weight of the
loser-preferring constraint IdentVoiceOnset is demoted to −1.
(13) Sequence of two updates by the original Perceptron:

..IdentVoiceOnset
IdentVoice

NoVoice

07
3

.
−1

6
4

.
06

4

. (/da/, [ta], [da]). (x , y, z).

︸ ︷︷ ︸
a.

.

︸ ︷︷ ︸
b.

Immediately afterwards, the original Perceptron is fed with the “dum-
my” piece of data described in (14). This piece of data consists
of the underlying form x together with the corresponding winner
candidate y and the loser candidate z. The only constraint which
distinguishes between these two candidates is IdentVoiceOnset,
which prefers the winner. There are no loser-preferring constraints.
In other words, the violation differences corresponding to this triplet
(x , y, z) are all null apart from the one corresponding to the constraint
IdentVoiceOnset which is equal to +1. Condition (2) fails: the right
hand side is null (because there are no loser-preferring constraints)
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and the left-hand side is negative (because IdentVoiceOnset is
the only winner-preferring constraint, and its current weight −1 is
negative). The original Perceptron thus performs the update (13b):
the weight of the winner-preferring constraint IdentVoiceOnset is
increased by 1 back to zero, and no other weights are modified.
(14) Input: x IdentVoiceOnset IdentVoice NoVoice

θ = −1 θ = 6 θ = 4

a. y

b. + z ∗(w)
In the end, the final weights after the two updates (13) by the original
Perceptron are identical to the final weights after the single update
(12) by the truncated Perceptron.
3.4 Convergence of the truncated Perceptron reweighing rule
The analysis of this specific example extends to the general case.
Any update according to the truncated Perceptron reweighing rule
(9) can be analyzed as a sequence of updates according to the orig-
inal Perceptron reweighing rule (5), namely the update triggered
by the actual piece of data followed by some updates triggered by
dummy data which undo the illicit demotions that yielded negative
weights. These dummy data have a winner-preferring constraint but
no loser-preferring constraints. In other words, their constraint viola-
tion differences are all null apart for one, which is equal to +1. If the
training data are consistent with some HG grammar, the training plus
the dummy data are consistent as well (see Appendix A.5). Of course,
these dummy data have no phonological meaning. Indeed, I am not
suggesting that the set of phonological forms should be extended with
these dummy data. These artificial data only play a role in the analysis
(not in the simulations) of the truncated Perceptron.

Let me take stock. The convergence Theorem 1 for the original
Perceptron ensures convergence whenever the training data are con-
sistent. A run of the truncated Perceptron can be analyzed as a run
of the original Perceptron on the training data extended with dummy
data which undo forbidden reweighing. Furthermore, consistency of
the original training data guarantees consistency of the extended data.
The convergence Theorem 1 for the original Perceptron thus yields the
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analogous convergence Theorem 2 for the truncated Perceptron. Ap-
pendix A.6 formalizes the reasoning sketched above into a proof. See
Magri (to appear) for more discussion of the error bound (15).
Theorem 2 Let the set of dummy data consist of underlying/winner/loser
form triplets whose violation differences are all equal to zero apart from
one which is equal to +1. The HG error-driven learner (1) with the HG
update condition (3) and the truncated Perceptron reweighing rule (9)
converges: the number of errors is bounded by

(15)
� radius of the training data
margin of the training plus dummy data

�2
when the training set consists of underlying/winner/loser form triplets
which are all consistent with some HG grammar and have bounded viola-
tion differences.

The error bound (15) for the truncated Perceptron only differs
from the error bound (6) for the original Perceptron because the lat-
ter has the margin of only the training data at the denominator while
the former has the margin of the training plus dummy data. Let me
comment on this difference. The margin of a training set quantifies its
degree of consistency. Intuitively, extending a training set with addi-
tional data can only shrink the degree of consistency (any grammar
consistent with the extended training set is also consistent with the
original one, but not vice versa; see Appendix A.3). Hence, the mar-
gin of the original training set extended with the dummy data which
appears in the error bound (15) for the truncated Perceptron is equal
to or smaller than the margin of just the original training set which
appears in the error bound (6) for the original Perceptron. The er-
ror bound (15) for the truncated Perceptron is therefore worse than
(namely, at least as large as) the error bound (6) for the original Per-
ceptron. The difference between the two margins quantifies the price
that needs to be paid for HG’s assumption (7) of non-negative weights.

4 extension to the stochastic
implementation and the noisy setting

This section extends the analysis of the truncated Perceptron to the
stochastic implementation and the noisy learning setting.
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4.1 Stochastic implementation
The implementation of error-driven learning considered so far is
called deterministic, to distinguish it from the stochastic implemen-
tation (Boersma 1997, 1998; Boersma and Hayes 2001; Coetzee and
Pater 2008, 2011; Coetzee and Kawahara 2013; Boersma and Pa-
ter to appear; Jarosz 2013). Intuitively, the latter differs because
the current piece of data is compared not with the current gram-
mar but with a variant thereof sampled from a neighborhood of the
current grammar. This intuition can be formalized as follows. At step
(1b), the deterministic HG error-driven learner checks whether the
current weights θ1, . . . ,θn satisfy the update condition (2) or (3), de-
pending on whether the constraints are binary or possibly gradient.
The only innovation of the stochastic implementation is that this up-
date condition is checked not for the current weights θ1, . . . ,θn but
for the stochastic weights θ1 + ε1, . . . ,θn + εn, obtained by adding to
the current weights certain values ε1, . . . ,εn sampled independently
from each other according to the same underlying distribution. In
other words, the learner checks the stochastic update conditions (16)
or (17), depending on whether the constraints are binary or possibly
gradient.

(16)
∑
h∈W

(θh + εh)>
∑
k∈L

(θk + εk)

(17)
n∑

k=1

�
Ck(x , z)− Ck(x , y)︸ ︷︷ ︸
violation difference

�
(θk + εk)> 0

These stochastic values εk are usually sampled according to a
gaussian distribution with zero mean and small variance (Boersma
1997, 1998; Boersma and Hayes 2001). Since the tails of the gaus-
sian distribution decrease exponentially fast, these stochastic values
are bounded with high probability between some thresholds −∆ and
+∆. From an analytical perspective, it is nonetheless convenient to
assume they are deterministically bounded, namely sampled according
to a distribution concentrated between−∆ and+∆. The analyses carry
over with high probability to the gaussian distribution. The algorithm
(1) with the update condition (16)/(17) at step (1b) is called the HG
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stochastic error-driven learner5 (Boersma 1997, 1998; Boersma and
Hayes 2001; Coetzee and Pater 2008, 2011; Coetzee and Kawahara
2013; Boersma and Pater to appear, Jarosz 2013).

For simplicity, assume that all constraints are binary (the reason-
ing extends to the general case). The stochastic update condition (16)
can be rewritten as in (18), where the value ε on the right hand side is
the sum of those stochastic values ε1,ε2, . . . which correspond to the
loser-preferring constraints minus the sum of those stochastic values
which instead correspond to the winner-preferring constraints.6
(18)
∑
h∈W

θh −
∑
k∈L

θk > ε

The stochastic update condition (18) is thus almost identical to the
deterministic update condition (2), repeated in (19) with all the terms
rearranged on the left. The only difference is that zero on the right
hand side of (19) is replaced by ε in (18). Yet, ε cannot be much
different from zero, since it is the sum of numbers sampled between
−∆ and +∆.
(19)
∑
h∈W

θh −
∑
k∈L

θk > 0

Since the deterministic and stochastic implementations only differ for
the update conditions and since these conditions differ onlyminimally,
the convergence Theorem 1 for the original deterministic Perceptron
extends to the stochastic variant. Based on this reasoning, Boersma and
Pater (to appear) obtain the convergence guarantees for the stochastic
original Perceptron summarized in Theorem 3. The error bound (20)
is the sum of two terms. The first term (20a) coincides with the error
bound (6) for the deterministic HG learner. The second term (20b)
thus quantifies the number of additional errors due to the stochastic
implementation.
Theorem 3 Assume that the stochastic values ε1, . . . ,εn of the n con-
straints are sampled independently in between −∆ and +∆ for some con-

5 It is called instead the Noisy HG-GLA in Boersma and Pater (to appear). As
explained in footnote 2, I prefer not to use the acronym “GLA” in the context
of HG. Furthermore, I prefer “stochastic” over “noisy”, in order to avoid any
confusion between the stochastic implementation considered here and the noisy
learning setting considered in Subsection 4.2.

6Namely: ε=∑k∈L εk −∑h∈W εh.
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stant ∆ ≥ 0. The HG error-driven learner with the stochastic update con-
dition and the original Perceptron reweighing rule converges: the number
of errors is bounded by

(20)
� radius of training data
margin of training data

�2
︸ ︷︷ ︸

(a)

+2n∆

largest absolute value
of violation differences�margin of training data�2︸ ︷︷ ︸

(b)
when the training set consists of underlying/winner/loser form triplets
which are all consistent with some HG grammar and have bounded viola-
tion differences.

By reasoning as in Subsection 3.3, this result extends to the
stochastic truncated Perceptron, yielding the following Theorem 4.
Again, the only difference between the two error bounds (20) and (21)
for the original and the truncated Perceptron is that the denominator
of the former has the margin of the training data while the denomi-
nator of the latter has the margin of the training plus dummy data.
Theorem 4 Let the set of dummy data consist of underlying/winner/loser
form triplets whose violation differences are all equal to zero apart from
one which is equal to +1. Assume that the stochastic values ε1, . . . ,εn of the
n constraints are sampled in between −∆ and +∆ for some constant∆≥ 0.
The HG error-driven learner (1) with the stochastic update condition and
the truncated Perceptron reweighing rule converges: the number of errors
is bounded by

(21)

 radius of training datamargin of training
plus dummy data


2

+ 2n∆

largest absolute value
of violation differences�
margin of training
plus dummy data

�2
when the training set consists of underlying/winner/loser form triplets
which are all consistent with some HG grammar and have bounded viola-
tion differences.
4.2 Noisy learning setting
A realistic learning setting needs to allow for the possibility that the
(possibly infinite) sequence of pristine training data generated by some
target grammar has been interspersed with data corrupted by trans-
mission noise or production errors (Gibson and Wexler 1994, p. 410;
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Frank and Kapur 1996, p. 625; Boersma and Hayes 2001, pp. 66–
67; Bíró 2006, among many others). No assumptions are made on
the corrupted data, apart from there being only a finite number of
them.7 The classical error bound for the Perceptron algorithm in this
noisy learning setting is due to Freund and Schapire (1999) (build-
ing on Klasner and Simon 1995; see also Mohri et al. 2012, ch. 7 for
a textbook treatment). The shape of their bound is recalled in (22).
The precise definition of the quantity which appears as the second
term in the numerator is somewhat involved and therefore relegated
to Appendix A.7. What is crucial is that this quantity is null when
there are no corrupted training data and grows with the number of
corrupted data. The error bound (22) differs from the error bound (6)
for the noise-free setting because of this additional quantity, which
thus quantifies the additional number of errors due to the corrupted
training data. Subsequent improvements of Freund and Shapire’s er-
ror bound (Shalev-Shwartz and Singer 2005; Mohri and Rostamizadeh
2013) do not alter its basic shape (22).
Theorem 5 Consider the HG error-driven learner with the deterministic
update condition8 and the original Perceptron reweighing rule. Suppose it
is trained on a (possibly infinite) sequence of pristine training data consist-
ing of underlying/winner/loser form triplets which are all consistent with
some HG grammar and have bounded violation differences. Suppose that
this sequence is interspersed with a finite number of arbitrary corrupted
data. The number of errors made by the learner on this corrupted training
sequence is bounded by:

(22)


radius of the pristine
plus corrupted data +

a quantity which depends
on the corrupted data

margin of the pristine data


2

7 Indeed, if an infinite number of corrupted data were allowed, the worst case
number of errors would always be infinite: whenever the learner rests on a cur-
rent hypothesis, we can prompt it to perform yet another update by maliciously
crafting an appropriate piece of corrupted data.

8 It is only for simplicity that the analysis of the noisy learning setting is
limited to the deterministic implementation. Theorems 3 and 5 can be easily
combined, yielding an error bound for the HG stochastic learner in the noisy
setting.

[ 362 ]



The truncated Perceptron reweighing rule

By reasoning as in Subsection 3.3, this result extends to the trun-
cated Perceptron, yielding the following Theorem 6. Again, the only
difference between the two error bounds (22) and (23) for the original
and the truncated Perceptron is that the denominator of the former has
the margin of the pristine training data while the denominator of the
latter has the margin of the pristine training data plus the dummy data.

Theorem 6 Let the set of dummy data consist of underlying/winner/loser
form triplets whose violation differences are all equal to zero apart from
one which is equal to +1. Consider the HG error-driven learner with the de-
terministic update condition and the truncated Perceptron reweighing rule.
Suppose it is trained on a (possibly infinite) sequence of pristine training
data consisting of underlying/winner/loser form triplets which are all con-
sistent with some HG grammar and have bounded violation differences.
Suppose that this sequence is interspersed with a finite number of arbitrary
corrupted data. The number of errors made by the learner on this training
sequence can be bounded by:

(23)


radius of the pristine
plus corrupted data +

a quantity which depends
on the corrupted data

margin of the pristine plus dummy data


2

5 conclusions

The current HG error-driven learning literature has adopted the Per-
ceptron reweighing rule. Yet, this reweighing rule is not suited to HG,
as it does not guarantee non-negativity of the weights. I have thus
considered a variant whereby the updates are “truncated” at zero,
enforcing non-negativity of the weights in a principled way. A run
of the truncated Perceptron can be analyzed as a run of the original
Perceptron on the same training sequence interspersed with dummy
data used to “undo” the truncated updates. Convergence guarantees
for the original Perceptron (Theorem 1), its stochastic implementation
(Theorem 3), and its noise robustness (Theorem 5) thus extend to the
truncated variant (Theorems 2, 4, and 6). This observation provides
the first constraint-independent convergence guarantees for an HG
error-driven learner consistent with HG’s restriction to non-negative
weights.
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A appendices

A.1 Representing the training data as EWCs
At each iteration, the error-driven learner (1) processes a piece of data
which consists of a certain winner candidate y and a certain loser can-
didate z for a certain underlying form x . Denote by ak the difference
between the number Ck(x , z) of violations assigned by constraint Ck to
the loser mapping minus the number Ck(x , y) of violations assigned
to the winner-mapping, namely ak = Ck(x , z)− Ck(x , y). Collect these
violation differences corresponding to the constraints C1, . . . , Cn into a
vector a= (a1, . . . , an), called an elementary weighting condition (EWC),
in analogy with Prince’s 2002 elementary ranking conditions in Opti-
mality Theory. The consistency condition (3) between a weight vec-
tor θ = (θ1, . . . ,θn) and an underlying/winner/loser form triplet is only
stated in terms of the violation differences, not in terms of the actual
numbers of constraint violations. It can thus be restated as in (24a)
in terms of the EWC a = (a1, . . . , an) corresponding to the data triplet.
Also the original and the truncated Perceptron reweighing rules (5)
and (9) are only stated in terms of violation differences, and can thus
be restated as in (24b) and (24c) in terms of EWCs.

(24) a.
n∑

k=1

akθk > 0

b. θk← θk + ak

c. θk←
¨
θk + ak if θk + ak ≥ 0

θk otherwise
In conclusion, the piece of training data (x , y, z) fed to the learner at
step (1a) can be represented as an EWC. Throughout this appendix,
I thus assume that the HG learner is trained on a sequence of EWCs
sampled from a certain training set A of EWCs.
A.2 Geometric definition of the radius
Suppose there are only n= 2 constraints C1 and C2. A generic EWC thus
has the shape a= (a1, a2), where a1 and a2 are the violation differences
corresponding to the two constraints C1 and C2, respectively. The EWC
can thus be represented with a point in the cartesian plane, through
the convention that the horizontal axis corresponds to constraint C1

and the vertical axis corresponds to constraint C2. To illustrate, the
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a. Example of EWCs
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a′
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a′′
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Figure 1:
Geometric
illustration of
EWCs (left),
radius (center)
and margin
(right).

EWC set A = {a′,a′′,a′′} consisting of the three EWCs a′ = (2,−2),
a′′ = (3,1), and a′′′ = (0,2) can be represented as in Figure 1a.

Consider now various circles of different radiuses centered in the
origin. The radius could be too small, so that the corresponding circle
fails at containing all EWCs in A, as in the case of the dashed circle in
Figure 1b. Or the radius could be too large, so that the corresponding
circle contains all EWCs with some slack, as in the case of the dotted
circle. Or the radius could coincide with the distance from the origin
of the EWC furthest away, so that the corresponding circle contains all
EWCs without any slack, as in the case of the solid circle. The radius
of the latter solid circle in Figure 1b is univocally determined. It is
called the radius of the EWC set A and denoted by ρ(A). The extension
from n = 2 to an arbitrary number n of constraints is conceptually
straightforward. The analytic definition of the radius for an arbitrary
number n of constraints is provided in (25a) in Appendix A.4.
A.3 Geometric definition of the margin
With only n = 2 constraints, a generic weight vector has the shape
θ = (θ1,θ2): it consists of the weights θ1 and θ2 of the two constraints
C1 and C2. The corresponding decision line is the line through the origin
which is perpendicular to the arrow which starts at the origin and
ends at the point whose horizontal and vertical coordinates are θ1 and
θ2 respectively. To illustrate, the decision line corresponding to the
weight vector θ = (2,1) is represented by the dashed line in Figure 1c.
The decision line splits the plane into two half planes, one of which
contains the arrow. The consistency condition (24a) between a weight
vector and an EWC says that the EWC lies in the half-plane which
contains the arrow which represents the weight vector. To illustrate,
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Figure 1c shows that the weight vector considered is consistent with
the EWC set A = {a′,a′′,a′′′}, because all three EWCs lie in the half-
plane containing the arrow.

The distance of an EWC a from the decision line is the length of
the segment which starts at a and falls perpendicularly on the decision
line, represented by the dotted segments in 1c. This distance can be in-
terpreted as the “degree of consistency” of the EWC with (the decision
line corresponding to) the weight vector. Thus, although the weight
vector plotted in Figure 1c is consistent with both EWCs a′ and a′′, the
former EWC is closer to the decision line and thus has a smaller de-
gree of consistency than the latter. Indeed, a small perturbation of the
weights slightly rotates the decision line and might affect consistency
with the closer a′ but not with a′′. Since we are interested in worst-
case analyses, we focus on the most “dangerous” EWC in the EWC set
A, namely the one which is closest to the decision line and thus has
the smallest degree of consistency. The distance of that EWC from the
decision line is called the margin of the EWC set A with respect to the
weight vector θ , and is denoted by µ(A,θ ). To illustrate, the margin
of the EWC set A= {a′,a′′,a′′′} relative to the decision line represented
by the dashed line in Figure 1c is the distance of either EWCs a′ or a′′′.

Different weight vectors induce different decision lines that in
turn differ because of their distances from the various EWCs. Among
all weight vectors consistent with the EWC set, consider a weight vec-
tor bθ whose decision line achieves the largest distance from the closest
EWC, namely whose margin µ(A, bθ ) is at least as large as the margin
µ(A,θ ) relative to any other weight vector θ . The margin of any such
optimal weight vector is called the margin of the EWC set A and is de-
noted by µ(A). As is clear from this geometric definition, all optimal
weight vectors correspond to the same decision line, which is there-
fore unique. The extension from n = 2 to an arbitrary number n of
constraints is conceptually straightforward. The analytic definition of
the margin for an arbitrary number n of constraints is provided in
(25b) in Appendix A.4.
A.4 Analytical expression of the radius and the margin
Let 〈·, ·〉 be the Euclidean scalar product, defined by 〈v,w〉 =∑ni=1 viwi

for any pair of vectors v = (v1, . . . , vn) and w = (w1, . . . , wn). Let || · ||
be the Euclidean norm, defined by ∥v∥2 = 〈v,v〉 =∑ni=1 v2

i . The consis-
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tency condition (24a) between a weight vector θ and an EWC a can
thus be rewritten as the condition 〈θ ,a〉> 0. The radius ρ(A) and the
margin µ(A) of a finite EWC set A, which were defined geometrically
in Appendices A.2 and A.3, can now be expressed analytically for an
arbitrary number n of constraints as in (25).
(25) a. ρ(A) =max

a∈A
∥a∥

b. µ(A) =max
θ ̸=0
µ(θ ,A) where µ(A,θ ) =min

a∈A

〈θ ,a〉
∥θ∥

The assumption that the set A is finite ensures that the maxima over
A are well defined. This assumption is not restrictive. In fact, all the
theorems considered in the paper assume that the training set con-
sists of underlying/winner/loser form triplets with bounded violation
differences. Since the violation differences are integers, this bounded-
ness assumption is equivalent to the assumption that the EWC set A
corresponding to the training set is finite.
A.5 Consistency of the training plus dummy data
The analysis of the truncated Perceptron sketched in Section 3 relies
on the notion of dummy data. These are underlying/winner/loser form
triplets which have a unique non-zero constraint violation difference,
which is equal to +1. The set of EWCs corresponding to these dummy
data will be denoted by E. Thus, an EWC e in E is a vector which has
a unique non-zero component, which is equal to +1.

Denote by A the set of EWCs corresponding to the underly-
ing/winner/loser form triplets the learner is trained on. Suppose that
this training set is consistent with the HG grammar corresponding to
some weight vector θ = (θ1, . . . ,θn). Can I conclude that the set A∪ E
obtained by extending the training set A with the dummy data E is
consistent with θ as well? Since each dummy EWC e has no negative
components and the weight vector θ has nonnegative components,
that is indeed the case as long as all the weights θk are all different
from zero, namely not only non-negative but actually strictly positive.
If that is not the case, then consistency with the dummy EWC set
E might fail. For instance, the dummy EWC e = (1,0, . . . , 0) (whose
unique non-null component corresponds to constraint C1) is not con-
sistent with a weight vector θ which assigns to constraint C1 a null
weight θ1 = 0 (because 〈θ ,e〉= 0 ̸> 0). Yet, the following lemma guar-
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antees that a consistent EWC set A is always consistent with weights
which are strictly positive (namely neither negative nor equal to zero),
as weights which are equal to zero can be slightly increased without
compromising consistency. This lemma will be used below for the
proof of the convergence Theorem 2 for the truncated Perceptron.
Lemma 1 A finite set A of EWCs consistent with some HG grammar is in
particular consistent with an HG grammar corresponding to weights which
are all strictly positive.
Proof. The hypothesis that A is consistent means that there exists a
weight vector θ = (θ1, . . . ,θn) of non-negative weights θk ≥ 0 such
that 〈θ ,a〉 > 0 for every EWC a in A. If all the weights happen to be
strictly positive (i.e., θk > 0), then the claim is proven. Thus, assume
that some weights are equal to zero. Let Ω be the set of those indices
k such that the corresponding weight θk is strictly positive and let Ω
be its complement, as defined in (26).
(26) Ω=
¦

k ∈ {1, . . . , n}
���θk > 0
©

Ω=
¦

k ∈ {1, . . . , n}
���θk = 0
©

I will now construct another weight vector bθ = (bθ1, . . . , bθn) which has
all positive weights bθk > 0 and furthermore is consistent with A as
well. Let the constants A and B be defined as in (27), which makes
sense because of the assumption that the training EWC set A is finite.
The constant A is strictly positive, because the original weight vector θ
is consistent with every EWC a in A. The constant B is instead strictly
negative, because at least one EWC needs to have a negative entry
(otherwise the claim is trivial).
(27) a. A=min

a∈A
〈θ ,a〉 b. B = min

a=(a1,...,an)∈A
min

k
ak

Define the new weight vector bθ = (bθ1, . . . , bθn) as in (28). The weights
thus defined are all strictly positive as desired, because the constant A
is strictly positive and the constant B is strictly negative. In general,
A is a small value and |B| is a large value. Thus we have effectively
only slightly perturbed the original weight vector θ by replacing its
null weights with a small positive value.

(28) bθk =

(
θk if k ∈ Ω
− A

2(n− 1)B
if k ∈ Ω
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The scalar product between the perturbed weight vector bθ and an
arbitrary EWC a in A can be computed as in (29), which shows that bθ
is consistent with a.
(29) 〈bθ ,a〉 =

∑
k∈Ω
bθkak +
∑
k∈Ω
bθkak

(a)
=
∑
k∈Ω
θkak −
∑
k∈Ω

A
2(n− 1)B

ak

(b)
=
∑
k∈Ω
θkak +
∑
k∈Ω
θkak −
∑
k∈Ω

A
2(n− 1)B

ak

= 〈θ ,a〉 −∑
k∈Ω

A
2(n− 1)B

ak

(c)≥ A−∑
k∈Ω

A
2(n− 1)B

ak

(d)≥ A−∑
k∈Ω

A
2(n− 1)B

B

≥ A−∑
k∈Ω

A
2(n− 1)

(e)≥ A− A
2

> 0

In step (29a), I have used the position (28). In step (29b), I have added
the quantity ∑k∈Ω θkak, which is null because the weights θk corre-
sponding to indices k ∈ Ω are all null. In step (29c), I have lower-
bounded by replacing 〈θ ,a〉 with the smallest possible value A. In step
(29d), I have lower-bounded by replacing ak with its smallest possible
value B (this step is licit, because ak is multiplied by a positive coef-
ficient, since B is negative). In step (29e), I have used the fact that
the original weight vector θ can contain at most n−1 null weights (at
least one weight needs to be non-null in order for θ to yield a strictly
positive scalar product with the EWCs in A), so that the sum over Ω
has at most n− 1 terms. ■

A.6 Proof of the convergence Theorem 2 for the truncated Perceptron
Using the preceding lemma, I can now straightforwardly formalize the
reasoning sketched in Subsection 3.2 into a proof of the convergence
Theorem 2 for the truncated Perceptron, restated below in terms of
EWCs.
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Theorem 2. Let E be the set of the dummy EWCs, whose components
are all zeros but for one component which is instead equal to +1. The HG
error-driven learner with the deterministic update condition (24a) and the
truncated Perceptron reweighing rule (24c) converges: when trained on a
finite EWC set A consistent with some HG grammar, the number of errors
is bounded by

(30)
�
ρ(A)
µ(A∪ E)

�2
where ρ(A) is the radius of the training set A and µ(A ∪ E) is the margin
of the training set A extended with the dummy set E.
Proof. By reasoning as in Subsection 3.2, any run of the HG error-
driven learner with the truncated Perceptron reweighing rule on a
training EWC set A can be mimicked with a run of the algorithm with
the original Perceptron reweighing rule on the extended EWC set A∪
E. In fact, suppose that the truncated Perceptron leaves a weight θk

at zero while the original Perceptron demotes it down to, say, −5.
Then, the original Perceptron can be forced to bring it back to zero
by feeding it five times with the EWC in E which has all components
equal to zero but for the kth component which is equal to 1. In other
words, the EWCs in E play the role of the “dummy data” considered
in Subsection 3.2. The worst-case number of errors Ttruncated(A) made
by the truncated Perceptron on the training set A can thus be bounded
as in (31) in terms of the number of errors Toriginal(A∪E) made by the
original Perceptron on the extended training set A∪ E.
(31) Ttruncated(A)≤ Toriginal(A∪ E)

Since the training set A is finite and consistent with some HG grammar,
lemma 1 ensures that it is in particular consistent with a weight vec-
tor θ of strictly positive weights. Since any vector of strictly positive
weights is consistent with the EWCs in E, I conclude that this weight
vector θ is consistent with the extended training set A∪E. The Percep-
tron convergence Theorem 1 thus applies, ensuring that the worst-case
number of errors Toriginal(A ∪ E) made by the original Perceptron on
the extended EWC set A∪E can be bounded in terms of its radius and
margin as in (32).

(32) Toriginal(A∪ E)≤
�
ρ(A∪ E)
µ(A∪ E)

�2
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The radius of the extended training set A∪ E is equal to the radius of
the original training set A, as computed in (33). In the first equality,
I have used the definition (25a) of the radius. In the second equality,
I have used the fact that the vectors e ∈ E are unit vectors, namely
∥e∥ = 1. Finally, in the third equality, I have used the fact that each
EWC a ∈ A has integer components, so that ∥a∥ ≥ 1.
(33) ρ(A∪ E) = max

n
max
a∈A
∥a∥, max

e∈E
∥e∥
o
=max
n

max
a∈A
∥a∥, 1
o

= maxa∈A ||a||= ρ(A)
The claim follows by combining (31), (32), and (33). ■

The identity (33) shows that the radius ρ(A∪ E) of the extended
EWC set A∪ E coincides with the radius ρ(A) of the original EWC set
A. This is not true for the margin: the margin µ(A∪E) of the extended
EWC set can be smaller than the margin µ(A) of the original EWC set.
A.7 Error-bound for the noisy learning setting
Theorem 5 from Subsection 4.2 provides the approximate expression
(22) of the error bound for the HG error-driven learner in the noisy
learning setting. The precise formulation of the error bound is pro-
vided in (34).
Theorem 5. Consider the HG error-driven learner with the deterministic
update condition (24a) and the original Perceptron reweighing rule (24b).
Assume it is trained on a sequence of EWCs sampled from two EWC sets A
and B. The EWCs of A are called pristine because they are consistent with
some HG grammar with margin µ(A). The EWCs of B are called corrupted
because each of them is inconsistent with the EWCs in A. Assume that the
set A of pristine EWCs is finite and that the training sequence contains only
a finite number of corrupted EWCs from B. The number of errors made by
the learner on this training sequence is at most

(34)


ρ(A∪B) +

√√√∑
b∈B

n(b)
�
µ(A) +δ(b)
�2

µ(A)


2

where ρ(A∪B) is the radius of the pristine data A plus the corrupted data
B, µ(A) is the margin of the pristine data A, n(b) is the number of times
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Figure 2:

Illustration of
Theorem 5

..

•
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a′

.
•
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a′′

.
•
.

a′′′
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•
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b

.

distance µ(A) which realizes the margin

.

distance δ(b)

that the corrupted piece of data b has been fed to the learner in the training
sequence, and δ(b) is the distance of the corrupted piece of data b from
the decision surface corresponding to the weight vector which realizes the
margin of the pristine data.
The theorem can be illustrated as follows. Suppose that there are only
n = 2 constraints and that the set of pristine EWCs is A = {a′,a′′,a′′′}
plotted in Figure 2. The decision line which realizes the margin of
these pristine data is represented by the dashed line. The margin is the
distance µ(A) of the closest EWC a′ from the dashed line. The EWC b is
corrupted because inconsistent with the pristine data (it sits in the op-
posite half plane). The distance of this corrupted piece of data b from
the decision line which realizes the margin is denoted by δ(b). The
“quantity which depends on the corrupted data” mentioned in the ap-
proximate expression (22) of the error bound is thus the square root in
the numerator of (34), namely the square root of the sum of the num-
ber n(b) of times each corrupted piece of data b is fed to the learner,
weighted by (the square of) the distance δ(b) plus the distance µ(A).
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The purpose of a grammatical theory is to specify the mechanisms
and principles that can characterize the relations of acceptable sen-
tences in particular languages to the meanings that they express. It
is sometimes proposed that the simplest and most explanatory way
of arranging the formal mechanisms of grammatical description is to
allow them to produce unacceptable representations or derivations
for some meanings and then to appeal to a global principle of econ-
omy to control this overgeneration. Thus there is an intuition common
to many syntactic theories that a given meaning should be expressed
in the most economical way, that smaller representations or shorter
derivations should be chosen over larger ones.
In this paper we explore the conceptual and formal issues of

Economy as it has been discussed within the theory of Lexical Func-
tional Grammar. In LFG the metric of Economy is typically formulated
in terms of the size of one component of syntactic representation –
the surface constituent structure tree – but it is often left unstated
which trees for a given meaning are to be compared and how they
are to be measured. We present a framework within which alterna-
tive explicit definitions of Economy can be formulated, and examine
some phenomena for which Economy has been offered as an expla-
nation. However, we observe that descriptive devices already avail-
able and independently motivated within the traditional LFG formal-
ism can also account for these phenomena directly, without relying
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on cross-derivational comparisons to compensate for overgeneration.
This leads us to question whether Economy is necessary or even useful
as a separate principle of grammatical explanation.

1 introduction

There is an intuition common to many syntactic theories that a given
meaning must be expressed in the most economical way: that only
smaller representations or shorter derivations should be classified as
well-formed, and larger expressions of the same meaning should be
discarded. In implementing this intuition, it is sometimes proposed
that the simplest and most explanatory way of arranging the formal
mechanisms of grammatical description is to allow them to produce
unacceptable representations or derivations for some meanings and
then to appeal to a general grammatical principle to control this over-
generation. Economy classifies a derivation as grammatical if and only
if it is among the smallest or most economical according to the rele-
vant Economy metric, and non-economical expressions of the same
meaning are classified as ungrammatical.
For all theories of syntax, the question arises of whether there

is a global Economy principle classifying derivations as grammati-
cal or ungrammatical. In defining Economy any theory needs to con-
sider (1) the candidate representations that provide the choice space
for Economy, and (2) the nature of the strings that are involved in
Economy comparisons. Different theories may appeal to different met-
rics in defining Economy; for some theories, the number of steps in
a derivational process may be the relevant measure, while in other
theories the number of nodes in a constituent structure tree or the
number of components of some other grammatical structure may
be relevant. Optimality-theoretic (OT) approaches (Morimoto 2001;
Grimshaw 2001) assume a general constraint on expression that iden-
tifies smaller structures as grammatical in comparison to larger ones,
and Collins (2003) discusses a class of what he calls “Economy of
Representation” approaches which propose similar constraints, e.g.
Emonds’ slogan “Use as few words as possible” (Emonds 1994).
In this paper we present a formal framework within which alter-

native explicit definitions of an Economy principle can be examined,
cast within the theory of Lexical Functional Grammar (LFG: Kaplan
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and Bresnan 1982). The metric of Economy as discussed in the LFG
literature is typically formulated in terms of the size of one component
of syntactic representation, the surface constituent structure tree, but
it is often left unstated exactly which trees for a given meaning are
to be compared and precisely how they are to be measured. Our aim
is to shed light on the nature and definition of Economy; in doing so,
we raise some issues about the nature of Economy as a principle of
grammar, and call into question the necessity of such a principle.

Economy vs. pragmatic, stylistic, or processing-based metrics
It is important to separate the Economy metric from other stylistic,
pragmatic, or processing-based preferences that may also value suc-
cinctness or brevity. According to Economy, the only grammatical
means of expressing a given meaning are the smallest ones, and larger
ones are classified as ungrammatical and discarded. Other linguistic
modules may be involved in comparing ways of expressing broadly
similar meanings: for example, Gricean maxims of quantity or man-
ner (Grice 1975) may prefer more succinct expressions of a particular
meaning over less succinct ones. Similarly, comparisons among gram-
matical derivations may be important in language acquisition and pro-
cessing (Kuhn 1999, among many others), and such considerations
may provide evidence for processing-based preferences or selection
of particular grammatically well-formed structures over others. How-
ever, such preferential mechanisms always choose among grammati-
cally well-formed expressions of the relevant meaning, each of which
(according to the Economy principle) is among the smallest for the par-
ticular meaning it expresses. Since pragmatic, stylistic, or processing-
based preferences choose only among grammatical utterances, they
are orthogonal to the Economy-based classification of utterances as
grammatical or ungrammatical upon which we focus.

Economy vs. Blocking
We also distinguish Economy as a syntactic metric from Blocking
(Andrews 1990; Bresnan 2003; Embick and Marantz 2008) as a mor-
phological metric. Though both Blocking and Economy involve com-
petition among different ways of expressing a particular meaning, the
vast majority of cases of morphological blocking involve comparison
between single words, for example *goed vs. went. In contrast, the
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Economy metric in LFG evaluates alternative constituent structure
trees, choosing smaller trees and rejecting larger trees; it is not con-
sidered when making the choice between alternative single words ap-
pearing in the same position in the same syntactic structure. Economy
is, however, relevant for a particular subset of morphological blocking
cases: those which have been termed “Poser blocking” (Poser 1992;
Embick and Marantz 2008), where the availability of a single-word
expression of a particular meaning is claimed to block the expression
of that meaning as a multi-word phrase; we discuss Poser blocking in
Section 6.2.
In Section 2, we introduce LFG, principle-based specification of

LFG grammars, and explanatory concerns for the theory of syntax in
adopting an Economy metric. We provide the background and defini-
tions for our formal account of Economy in Section 3, proposing three
alternative definitions of how Economy is measured. In the follow-
ing three sections, we explore each of these three definitions, discuss
how they relate to previous proposals, and evaluate some empirical
evidence that has been proposed as motivation for each definition.
Based on our formalization of Economy and its proposed appli-

cation to several phenomena that have been taken to motivate such
a principle, we do not find Economy to be a compelling explanatory
principle of grammar, at least from the perspective of LFG. Economy is
unlike other commonly assumed grammatical principles in involving
a global comparison among otherwise well-formed structures, rather
than well-formedness conditions that must be met by grammatical
structures or rules. Hence, the burden of proof is on proponents of
Economy to show that its effects cannot be achieved by independently-
motivated, pre-existing grammatical mechanisms. Our examination of
some of the cases that have been taken to support an Economy metric
reveal that alternative accounts are in fact available, and we suggest
that a convincing case for Economy has not yet been made.

2 specification of lfg grammars
and the nature of economy

An LFG grammar assigns to every string in its language at least one
functional structure (f-structure) that corresponds to at least one con-
stituent structure tree (c-structure). The constituent structure tree rep-
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resents linear order and phrasal grouping, while the functional struc-
ture represents abstract predicate-argument relations and information
about case, agreement, tense, and other grammatical features. The
c-structure and simplified f-structure for David yawned is given in (1):
(1) Constituent structure: Functional structure:

IP

NP
N
David

I′

VP
V

yawned


PRED ‘YAWN〈SUBJ〉’
TENSE PAST

SUBJ
 PRED ‘DAVID’
PERS 3
NUM SG




An f-structure f belongs to a set F of attribute-value matrices that sat-
isfy all of the f-structure well-formedness conditions specified by LFG
theory, including at least the Uniqueness, Coherence, and Complete-
ness conditions.1 Similarly, a c-structure c belongs to a set C of valid
phrase structure trees that satisfy additional well-formedness condi-
tions: traditionally these include the formal prohibition against non-
branching dominance chains (Kaplan and Bresnan 1982), though addi-
tional constraints, such as those requiring X′-theoretic configurations
or the disallowance of empty nodes, have also been explored, as we
discuss below. However the well-formedness conditions might be spec-
ified, the elements of F and C are the “valid” structures with respect
to LFG theory: they are the only ones that serve as models of gram-
matical constraints and thus the only ones that figure in a meaningful
discussion of grammar-based Economy.
An LFG grammar is traditionally specified by a system of node-

admissibility constraints presented in the rewriting-rule format of a
context-free grammar (Dalrymple et al. 1995a). The daughters in each
rule are decorated with functional schemata, and these are instanti-
ated to constraints on the corresponding f-structures. The f-structures
are valid models for the functional constraints that are associated with
at least one c-structure.

1The Uniqueness condition guarantees that each attribute in an f-structure
has exactly one value. Completeness and Coherence guarantee that the valency
requirements of each syntactic predicate are satisfied appropriately.
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An LFG grammar can be specified in other ways, however. It can
be specified by a collection of more abstract conditions or “princi-
ples” that the grammar must satisfy. These grammatical principles are
different from the well-formedness conditions on c-structures (such
as the Non-Branching Dominance constraint) and f-structures (Com-
pleteness, Coherence, and Uniqueness) that all LFG grammars assume.
Rather, such principles characterize the properties that grammar rules
and lexical entries must have in order to be admissible in a well-
formed grammar. For example, Bresnan (2001) proposes endocentric-
ity principles to characterize possible arrangements of categories in c-
structure rules, and structure-function mapping principles to indicate
how functional schemata are distributed onto the c-structure rules. Ac-
cording to one such principle (Bresnan 2001, 103), a projecting node
in a projection of the same kind (that is, a head) is annotated with
↑ = ↓, meaning that a phrase and its head must correspond to the
same f-structure. On this view, any traditional rule that satisfies the
principles is assumed to be a well-formed rule of grammar, and rules
that do not obey these principles are disallowed.
To be precise, for a grammar specified by means of a collection

of grammatical principles G to be interpretable within an LFG frame-
work, there must be a traditional grammar GG that consistently real-
izes all of G ’s stipulations. We can then investigate the impact of alter-
native Economy proposals by examining the corresponding traditional
LFG grammars GG in which annotated c-structure rules and lexical en-
tries are enumerated explicitly. For instance, Toivonen’s principles of
phrase structure differ from Bresnan’s in requiring a strict version of
X′ theory, without allowing for X′ elision as described below. The de-
tails of the concrete LFG grammars are the basis for evaluating and
comparing different Economy proposals.
2.1 Economy and the optionality provision
The Economy proposals of both Bresnan (2001) and Toivonen (2003)
include a general provision that nodes that are obligatory according to
other rules and principles are omitted from c-structure if semantic ex-
pressiveness and certain other syntactic conditions can be maintained
without them. We can formalize two special cases of the optionality
provision: the systematic omission of daughter nodes and the elision
of nonbranching X′ nodes.

[ 382 ]



Economy of Expression as a principle of syntax

2.1.1 Daughter omission
The convention of Daughter Omission stipulates that all daughters in
a c-structure rule are optional:
(2) Daughter Omission:

If an LFG grammar GG contains an annotated rule of the form
Y → α Z β

(where α or β may be the empty string ϵ), it also contains a rule
of the form
Y → α β

Thus, if the grammar (or a set of abstract grammatical principles) sanc-
tions a rule such as (3a), independently omitting each of the daughters
would provide for the additional rules (3b-d) and for the smaller trees
that they would allow. These could be expressed in a single rule by
using the parentheses notation that indicates optionality in traditional
LFG grammars, as in (3e).
(3) a. V′ −→ V

↑=↓
NP

(↑ OBJ)=↓
b. V′ −→ V

↑=↓
c. V′ −→ NP

(↑ OBJ)=↓
d. V′ −→ ϵ

e. V′ −→ ( V )
↑=↓

( NP )
(↑ OBJ)=↓

Daughter omission in particular allows for rules that dominate no lex-
ical material, as illustrated by (3d); we return to this point in Sec-
tion 4.2.
Daughter Omission is not a necessary component or corollary of

Economy: an Economy metric can be used to choose among larger
and smaller derivations even when, contrary to a completely general
principle of Daughter Omission, some nodes are obligatory in some
configurations. Nevertheless, many researchers have adopted Daugh-
ter Omission as a central grammatical principle and see it as a key
component of Economy.
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2.1.2 X′ elision
Bresnan’s (2001) specification of Economy allows for the omission of
nodes in a broader range of configurations. Many versions of X′ theory
admit nonbranching single-bar-level X′ categories whose annotations
impose no constraints on the form of the corresponding f-structures.
These nonbranching nodes may be optionally elided, creating alter-
native XP structures which do not contain an X′ node. Doing this in-
creases the number of candidate c-structures while still permitting the
same meanings to be expressed. Other things being equal, Economy
selects the trees without those nodes.
(4) X′ elision:

If an LFG grammar GG contains an annotated rule of the form
XP → α X′

↑=↓
β

it also contains a rule of the form
XP → α X

↑=↓
β

The elided X′ nodes are redundant in the sense that their appearance
has no impact on either the strings of the language characterized by
the grammar or their corresponding f-structures. X′ elision is consis-
tent with Bresnan’s pretheoretic intuition that redundant c-structure
nodes need not appear in grammatically well-formed c-structures and
should be ruled out by Economy considerations.
Bresnan (2001, 115) observes that the redundancy intuition does

not apply to all nonbranching category configurations. In particular,
VP nodes under S are retained even when they are nonbranching and
even though they carry the ↑ = ↓ annotation which appears on func-
tional heads. Bresnan’s rationale for this is that there is no separate
principle of structure-function mapping that would allow for the ↑= ↓
annotation on a V or V′ directly under S. Other principles may require
omission or elision of otherwise mandatory nodes in other circum-
stances.
Not all LFG researchers adopt X′-elision, however. While also

advocating for an Economy principle, Toivonen (2003) proposes a
stricter version of the optionality provision that allows for daughters
but not nonbranching X′ nodes to be omitted. Compared to Bresnan’s
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theory, Toivonen includes fewer c-structures as candidates to be eval-
uated by an Economy comparison.
2.2 Optionality and discontinuity
Nordlinger and Sadler (2007) point out that Daughter Omission allows
a simple analysis of discontinuous constituents in some languages. If
the head is optional in the c-structure expansion of a category, a phrase
can occur in one position without its head and in another position with
its head. This is a welcome result for languages that allow discontinu-
ity, as Snijders (2012) shows for the following Latin example (which
we have adapted from Snijders’s tree):
(5) a. ... haberent

have.3pl.impf.conj
reliquorum
other.gen.pl

nutriculas
foster-mothers.acc

praediorum.
farms.gen
‘...they might have foster mothers for their other farms.’
(Cic. Phil. 11.12, from Bolkestein 2001, 253 via Snijders
2012)

b. S
V
↑=↓

haberent
have

NP
(↑ OBJ)=↓

NP
(↑ OBLGEN)=↓

A
↓ ∈ (↑ ADJ)

reliquorum
other

N
↑=↓

nutriculas
foster.mothers

NP
(↑ OBLGEN)=↓

N
↑=↓

praediorum
farms

Here the genitive oblique ‘other farms’ does not form a constituent; the
adjective reliquorum ‘other’ is separated from the noun it modifies by
the noun nutriculas ‘foster mothers’. Since the head noun N is optional
in the NP subtree, the adjective can appear as an NP constituent on
its own, with the head N in a separate NP. Since the two NP nodes
have the same annotation (↑ OBLGEN)=↓, they contribute to the same
f-structure.
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John Lowe (p.c.) further observes that headless phrases can lead
to spurious ambiguity in the case where “discontinous” constituents
happen to be adjacent in the string. A multi-word constituent in such
a situation might also be analyzed as separate but adjacent com-
ponents of a single functional unit. This is shown abstractly in (6).
(6) a. Single constituent: [NP A N] V

b. Two adjacent constituents: [NP A] [NP N] V

We return to this point in Section 4.1, in our discussion of Same-String
Economy.
Not all languages allow discontinuity, however, and additional

principles must be introduced to control the appearance and distri-
bution of headless constituents within and across languages if a fully
general principle of Daughter Omission is adopted. We briefly explore
some of the relevant issues in the rest of this section.

2.2.1 Free word order without discontinuity
Japanese is a free word order language, allowing the arguments of a
verb to appear in any order (subject to pragmatic constraints: Fry and
Kaufmann 1998). Any order of the three arguments of the verb ageta
‘gave’ is acceptable, including the two orders presented in (7):
(7) a. [Taroo

Taroo
ga]
nom

[yubiwa
ring

o]
acc

[kono
this

onnanoko
girl

ni]
dat

ageta.
gave

‘Taroo gave a ring to this girl.’
b. [kono
this

onnanoko
girl

ni]
dat

[Taroo
Taroo

ga]
nom

[yubiwa
ring

o]
acc

ageta.
gave

‘Taroo gave a ring to this girl.’

Under Daughter Omission, the head of the Japanese noun phrase is op-
tional, as in Latin. The expectation is, then, that it should be possible
to have part of the dative-marked argument kono onnanoko ni ‘to this
girl’ in sentence-initial position, and part of it before the verb, since,
as (7) shows, the entire phrase can appear in either position. How-
ever, this is not possible: splitting the noun phrase into two parts is
unacceptable, whether or not the dative casemarker is repeated, and
independent of the relative order of the two parts of the phrase. In
example (8a), the noun onnanoko ‘girl’ appears sentence-initially and

[ 386 ]



Economy of Expression as a principle of syntax

the determiner kono ‘this’ appears preverbally, and in (8b) the order
is reversed; both are unacceptable.
(8) a.*[onnanoko

girl
(ni)]
dat

[Taroo
Taroo

ga]
nom

[yubiwa
ring

o]
acc

[kono
this

(ni)]
dat

ageta.
gave
‘Taroo gave a ring to this girl.’

b.*[kono
this

(ni)]
dat

[Taroo
Taroo

ga]
nom

[yubiwa
ring

o]
acc

[onnanoko
girl

(ni)]
dat

ageta.
gave
‘Taroo gave a ring to this girl.’

In contrast, if we do not assume a completely general version of
Daughter Omission, this problem is avoided by assuming that the dif-
ference between Latin and Japanese is that phrasal heads are optional
in Latin, but obligatory in Japanese. If a noun phrase cannot appear
without its noun head, discontinuity is disallowed and the examples
in (8) are correctly ruled out.
Joan Bresnan (p.c.) raises the possibility that the crucial differ-

ence between Latin and Japanese lies not in head obligatoriness, but
in principles for rule annotation in each language. In Latin, more
than one phrase in a single clause can be annotated with the same
grammatical function, while in Japanese only one nominal phrase per
clause may be annotated with any particular grammatical function.
For example (8), treating the difference between Latin and Japanese
in terms of differences in permitted annotations on the daughter nodes
of clausal categories would successfully control the availability of dis-
continuous phrases where both components of the phrase are daugh-
ters of the same clausal category.2
However, when taking this view, it is not clear how adjuncts can

be treated, nor how one might predict adjunct discontinuity. In stan-
dard LFG treatments, the annotation ↓ ∈ (↑ ADJ) appears on all ad-
juncts, indicating that the f-structure for the phrase bearing the an-
notation should appear in the set of adjuncts of the f-structure of the

2More complex constraints would be required to forbid discontinuity involv-
ing nonsister components, but this may also be possible through the use of special
phrase structure categories or additional annotations on rules.

[ 387 ]



Mary Dalrymple et al.

mother node. Restricting this annotation to appear only once incor-
rectly predicts that only one adjunct can appear. On the other hand,
allowing this annotation to appear more than once, while maintaining
Daughter Omission, predicts that adjuncts, and only adjuncts, can be
discontinuous in languages like Japanese. Neither prediction is cor-
rect, and it is not clear how the proposal can be modified to allow for
the correct treatment of both arguments and adjuncts.
Of more significance, however, is the theoretical difficulty of this

proposal: it reduces the generality of the annotation principles and
weakens their explanatory power. It admits the possibility that anno-
tations can be parametrized to allow or disallow discontinuity or other
variations in language-particular or construction-specific ways.
2.2.2 Obligatoriness even where discontinuity is otherwise allowed
A further problem for Daughter Omission is raised by Snijders (2012),
who provides an analysis of Latin phrase structure and proposes that
the correct analysis must treat some nodes as obligatory. Following
Bolkestein (2001), Snijders (2012) shows that the following constraint
holds in Latin:
(9) Constraint on Latin discontinuous NPs:

No discontinuity is allowed between a P and the NP it governs
(yet the NP may be internally discontinuous, meaning that part
of the NP may be separated from the P).

Example (5) establishes that an NP constituent in Latin need not con-
tain an N: this correctly allows for discontinuous nominal phrases,
under the assumption that Bresnan’s proposed analysis of Japanese,
where an annotation for a particular grammatical role can appear only
once, does not apply to Latin. However, Snijders shows that the gen-
eralization in (9) must be analyzed by specifying the NP complement
within a PP as obligatory: some portion of the NP complement, not
necessarily including the head, must appear adjacent to the P. If the
NP complement of PP were optional, the P would be able to appear on
its own, not adjacent to any component of its complement.3 In sum,
though optionality is well-attested in many constructions and in many
languages, Daughter Omission appears to be non-viable as a general,
exceptionless principle.

3See Snijders (2012) for further discussion and exemplification.
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In the current context, our key point is that the adoption of partic-
ular grammatical principles such as Daughter Omission is orthogonal
to the adoption of an Economy metric. That is, adopting a principle
of Daughter Omission does not require the concomitant adoption of
Economy to choose among larger and smaller candidate trees. Con-
versely, adoption of an Economy principle is compatible with a the-
oretical view which rejects Daughter Omission and allows obligatory
phrase structure nodes. The purpose of an Economy metric is to se-
lect derivations with smaller and therefore more desirable c-structures
from among all of the derivations that a grammar (with or without
Daughter Omission or other optionality principles) produces.

2.3 The Economy principle as a cross-derivational constraint
Economy as a principle of grammar has a different status from other
grammatical principles and conditions. Economy is not a well-formed-
ness condition on individual c-structures or f-structures (like Com-
pleteness or Coherence), nor is it a constraint on the form of possi-
ble grammar rules (like Bresnan’s structure-function mapping princi-
ples). Instead, it is a global, cross-derivational constraint, classifying
structures as ungrammatical that may be well-formed according to the
other grammatical principles and conditions, but which are not the
smallest such structures to express a particular meaning. This stands
in sharp contrast to the LFG convention of assigning to a sentence
the minimal f-structure satisfying its functional description or to the
substantially equivalent provision of Construction Grammar that only
fully-licensed representations are admissible (Kay 2002). The mini-
mal f-structure can be determined by the incremental evaluation of
the constraints of a single derivation’s f-description without reference
to the descriptions or structures of other derivations.4

4 It is also important to recognize that selecting the minimal f-structure for
a particular LFG derivation is essentially unrelated to the notion of Economy of
Expression. As we will point out in Section 3.3, an f-structure corresponding to
a specific meaning forms the basis for the Economy comparison, and the issue
is which of any competing strings are assigned to that f-structure by the deriva-
tion relation ∆G . The given f-structure may not be minimal with respect to the
derivations of some of those strings, in which case those derivations fail on their
own merits without comparison to other strings or derivations. They are simply
disallowed as ways of expressing the meaning encoded in the given f-structure.
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Potts (2002) points out that the machinery of cross-derivational
comparisons substantially increases the logical complexity of several
linguistic theories, including LFG. It requires a mathematical layer on
top of the standard formal devices, mechanisms and other principles
of grammar, and therefore introduces a significant — and not well
understood — expansion of the expressive power of grammatical de-
scription. For this reason it is not something to be taken on without
very careful justification. And at least with respect to other theories,
Potts cites a range of papers that call into question its empirical con-
sequences.
Economy may serve as an informal but useful summary for a col-

lection of grammatical relationships without actually being posited
as an independent operational linguistic principle. That is, it is per-
haps best interpreted as a generalization about the combined effect
of other principles and grammatical mechanisms, each function-
ally and/or psycholinguistically motivated, that together give rise
to the appearance of a very general principle favoring smaller struc-
tures over larger structures. On this view, Economy is not an inde-
pendent constraint but a by-product of formal devices and princi-
ples that must already be deployed in grammars of individual lan-
guages.
It is not clear whether Economy is a necessary or sufficient prin-

ciple of grammar, and just its logical complexity militates against its
inclusion in the theory of syntax. Thus, with Potts (2002), we suggest
that the burden of proof is on proponents of Economy to show that
such a fully general principle of comparison is not merely an illusion
stemming from the operation of separately motivated mechanisms and
principles that must be assumed in any case.

3 economy and the formal structure
of linguistic derivations

Any theory in which an Economy principle plays a role must make
explicit the structures that are candidates for the Economy compar-
ison and how such structures are selected. In this section we offer
the definitions necessary for a formal account of Economy in an LFG
setting.
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3.1 LFG grammars as constraints over grammatical structures
Wedekind and Kaplan (2012) observe that an LFG grammar G char-
acterizes a derivation relation ∆G over string/f-structure pairs. They
offer essentially the following definition:
(10) The derivation relation ∆G

∆G(s, f ) iff G assigns to the string s the f-structure f ∈ F ,
where F is the set of well-formed f-structures.

We extend this definition so that ∆G explicitly takes account of the
c-structure:
(11) The derivation relation ∆G (extended)

∆G(s, c, f ) iff G assigns to the string s the c-structure c ∈ C and
f-structure f ∈ F .

3.2 The generation set for a grammar G

All definitions of Economy involve a comparison among alternative
means of expressing a common meaning m. We define Exp(m) as the
set of f-structures that express a meaning m:
(12) F-structures that express a meaning m

Exp(m) = { f ∈ F | f expresses m}
We make no assumptions here about the nature of meaning repre-
sentations (logical formulas, attribute-value matrices, or other formal
structures). We require only that all of the f-structures in Exp(m) ex-
press the target meaning m.
C-structure and f-structure are not the only linguistic levels as-

sumed in many LFG-based proposals: rather, a variety of linguistic
properties are spread out among a collection of related structures (e.g.
information structure, discourse structure, prosodic structure: Kaplan
1987; Asudeh 2006; Dalrymple and Mycock 2011; Mycock and Lowe
2013) in addition to the syntactic predicate-argument dependencies
that are typically represented in f-structure. For simplicity, in this pa-
per we consider the f-structure as standing for all grammatical infor-
mation that is relevant for the Economy ranking and not represented
by c-structure.
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Given the definition of the meaning-expression set Exp(m) in (12),
the overt expression of a target meaning m is formalized as the 〈s, c, f 〉
triples that the grammar G assigns to any of the f-structures in Exp(m).
Again extending a definition of Wedekind and Kaplan (2012), this can
be formalized as the generation set GenG(m):
(13) The generation set GenG(m) for a target meaning m, given a

grammar G

GenG(m) = {〈s, c, f 〉| f ∈ Exp(m) and 〈s, c, f 〉 ∈∆G}
This is specified for a grammar G in traditional LFG notation, but as
indicated above, that grammar may be a standard grammar GG inter-
preting a more abstract grammatical specification G . The generation
set for G is defined in the obvious way:
(14) GenG (m) = GenGG (m)

That is, the generation set for a target m given an abstract grammar
specification G is the generation set for m given the traditional gram-
mar GG that properly interprets the abstract one.
3.3 The Economy ordering on GenG(m)

Economy compares members of the generation set for a meaning m,
under the assumption that a grammar (especially one presented ab-
stractly) may include structures containing superfluous or unwanted
elements. The intended effect of Economy is to identify a smaller gen-
eration set that contains only the linguistically motivated structures.
This is formalized in terms of an Economy ordering ≤ on GenG(m):
(15) The Economy ordering
〈s, c, f 〉 ≤ 〈s′, c′, f ′〉 iff 〈s, c, f 〉 is more economical than 〈s′, c′, f ′〉

Alternative ways of defining the Economy ordering impose different
constraints on the strings s and s′ but all involve comparing the sizes
of the c-structures c and c′. As for the f-structures f and f ′, we argue
below that they must be identical. Thus, the general form of the metric
is given in (16), where c ≤c c′ if and only if the number of relevant
nodes in c is less than or equal to the number of relevant nodes in c′.5

5Proponents of Economy do not generally agree on which nodes are relevant
to defining the Economy ordering. According to Bresnan (2001, 91), for example,
terminal and preterminal nodes are ignored.We return to this issue in Section 6.3.
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(16) General schema for the Economy ordering ≤
〈s, c, f 〉 ≤ 〈s′, c′, f ′〉 iff c ≤c c′ and String _rel(s, s′) and f = f ′

We represent constraints on the strings s, s′ by the two-place relation
String _rel. In Section 3.5 we consider a set of alternative definitions
of String _rel that lead to different theoretical and descriptive conse-
quences.
The f = f ′ condition addresses the fact that the set Exp(m) may

contain distinct f-structures corresponding to ways of expressing a
meaning m that should stand in free variation with respect to an Econ-
omy comparison. It would be descriptively incorrect, for example,
if passive realizations of a given meaning were systematically sup-
pressed in favor of their putatively more economical active counter-
parts. As another example, an unrestricted version of Economy might
suppress the longer prepositional realization for verbs such as give (He
gave the book to her) in favor of the equally acceptable but shorter
ditransitive realization (He gave her the book). These unintended con-
sequences could be avoided, of course, by postulating (perhaps sub-
tle) differences in meanings that otherwise share the same underlying
predicate-argument specifications. Because our formalization distin-
guishes meanings from the f-structures that express them, it allows
alternative realizations for the same meaning to be derived from f-
structures with distinct syntactic (e.g. active vs. passive) features. Re-
stricting the domain of the Economy ordering to triples with identical
f-structures thus provides for a natural account of free syntactic varia-
tion. This is consistent with the proposal of Toivonen (2003, 199) that
“Economy only holds over c-structures with identical f-structure”.
Bresnan (2001, 91) extends the number of derivation triples un-

der consideration by appealing to a subsumption relation between
f-structures in her definition of Economy, proposing that “a phrase
structure node is omitted if the f-structure arising in its absence is at
least as specific as the f-structure arising in its presence”; that is, Bres-
nan’s definition requires that f ′ ⊑ f . We note that in the special case
that the smaller tree c is a subtree of the larger tree c′ (and there are no
disjunctive annotations on the nodes of the two trees), the monotonic
mapping between c-structures and f-structures implies that f ⊑ f ′, and
thus that the two f-structures are identical (since mutually subsuming
f-structures are identical). Bresnan (2001) does not specifically mo-
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tivate this condition on the two structures under comparison, and in
the particular cases she discusses, the f-structures for the smaller and
larger trees are identical and not in an asymmetric subsumption rela-
tion. Thus we see no argument against the simpler andmore restrictive
requirement that f = f ′.
3.4 Economical elements of GenG(m)

Once we have established the Economy ordering, we can identify
certain 〈s, c, f 〉 triples as the minimal, most economical elements of
GenG(m), given a grammar G and a target structure m:
(17) Minimal elements of GenG(m)

A triple 〈s, c, f 〉 is a minimal element of GenG(m) iff no GenG(m)
element is smaller according to the Economy ordering relation≤.

Economy classifies the minimal elements of GenG(m) as grammatical,
and the nonminimal elements in GenG(m) as ungrammatical.
3.5 Variant definitions of Economy
We now have a formal framework for characterizing and comparing
the alternative notions of Economy: which structures are in the do-
main of the Economy ordering ≤, and precisely how that ordering is
defined on the elements within its domain. We provide the following
three alternative definitions of String _rel, differing as to whether (1)
all alternative c-structures for the same string are compared, (2) all
alternative c-structures with the same set of terminal nodes are com-
pared, or (3) c-structures over strings with possibly different terminals
are compared.

Same-String Economy compares different c-structures over the
same string.
(18) Same-String Economy ordering

String _rel(s, s′) iff s = s′

Each string that expresses the target meaning is associated by Same-
String Economy with the smallest c-structure that analyzes it, but
there is no Economy comparison between c-structures for different
strings.

String-Permutation Economy compares c-structures with the
same terminal nodes, but possibly in a different order.
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(19) String-Permutation Economy ordering6
String _rel(s, s′) iff s ∈ Perm(s′)

String-Permutation Economy allows comparison of c-structures over
permutations of the same string. There is no Economy comparison
between c-structures over strings that are not related by permutation.

Different-Words Economy compares c-structures without plac-
ing any restriction on the strings that each c-structure analyzes. The
smallest c-structures that express the target meaning are chosen by
Different-Words Economy, and strings are ruled out that express the
target meaning but are not analyzed by economical trees. In this case
the relation String _rel(s, s′) holds vacuously for any pair of strings s
and s′.

Relations among the definitions
There is an implicational relation among these three definitions, since
the comparison is over increasingly larger sets of c-structures corre-
sponding to the same target meaning. Given these implicational re-
lations, any comparison that is relevant for Same-String Economy is
also relevant for String-Permutation Economy and Different-Words
Economy, and similarly any comparison that is relevant for String-
Permutation Economy is also relevant for Different-Words Economy.
In the following sections, we explore each of these three defini-

tions and their consequences. We show that several previously pro-
posed definitions of Economy instantiate different definitions of the
string requirement String _rel while still adhering to the general defini-
tion of Economy as given in (16).

4 same-string economy:
spurious ambiguity and empty categories

4.1 Same-String Economy and spurious ambiguity
Certain sets of GenG(m) triples for a grammar G differ only in c-struc-
ture, and have exactly the same string and f-structure.7 These repre-
sent c-structure ambiguities that do not correlate with differences at

6 s ∈ Perm(s′) iff s is a permutation of s′.
7Recall from Section 3.2 that we consider the f-structure to stand for all

relevant levels of linguistic structure other than c-structure.
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any other level of structure, since in such cases the choice of a particu-
lar c-structure has no effect on the relation established by the grammar
between strings and f-structures. Such ambiguities are ruled out by all
versions of Economy.
Wementioned in Section 2.2.1 that spurious ambiguities can arise

over the same string if the elements of a putatively discontinuous func-
tional unit appear next to each other in the string (John Lowe, p.c.).
Spurious ambiguity also commonly occurs with single-word coordi-
nated phrases. If coordination is possible at any X′ level, all three trees
in (20) are possible:

(20) a. NP
NP
N′

N
cats

CONJ
and

NP
N′

N
dogs

b. NP
N′

N′

N
cats

CONJ
and

N′

N
dogs

c. NP
N′

N
N
cats

CONJ
and

N
dogs

The Same-String Economy metric selects tree (20c) as the most eco-
nomical, since it has fewer nodes than tree (20a) or (20b). As ar-
gued by Frank (2006), Economy of Expression would also prefer a
symmetric coordination analysis for German VP coordination over an
asymmetric analysis when both are possible, because the asymmetric
structure contains more nodes than the symmetric structure, and both
structures correspond to the same f-structure.
There is an alternative way of viewing classes of derivations that

differ only in c-structure and cannot be empirically distinguished in
any other way. Rather than relying on a principle like Economy to
choose the smallest member of a set of derivations that are indistin-
guishable except for the size of the c-structure, we can recognize that
the alternatives arise only as an artifact of our internal derivational
machinery. On this view there is no theoretical or empirical reason to
prefer one candidate over another, and we can thus dispense with the
need to make a choice between such otherwise equivalent derivations.
We formalize an equivalence relation on derivations in the obvious
way, by abstracting over c-structure variation:
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(21) Equivalence relation on derivations
For all d = 〈s, c, f 〉 and d ′ = 〈s′, c′, f ′〉 in ∆G,

d ∼= d ′ iff s = s′ and f = f ′

This relation induces a collection of equivalence classes over the
derivations in GenG(m), and we suggest that it is only the existence of
the classes, not the individual derivations, that matter for the determi-
nation of grammaticality and ambiguity. We can present a class by list-
ing its members (if it is finite), but it suffices to display one member of
the class as its representative element. In that case one may select the
smallest (most economical) element for rhetorical purposes, but in fact
another less economical element may be the single most natural re-
sult of alternative computational implementations, either for parsing
or generation, or for psycholinguistic or processing reasons. On this
view, there is no conceptual purpose in invoking Same-String Econ-
omy considerations to choose between such equivalent derivations.
4.2 Same-String Economy and empty categories
Daughter Omission (Example 2, repeated here in (22) ) is a key feature
of Economy for both Bresnan and Toivonen: every daughter category
in every c-structure rule may or may not be present in the admitted
trees.
(22) Daughter Omission:

If GG contains an annotated rule of the form
Y → α Z β

(where α and β may be empty), GG also contains a rule of the
form
Y → α β

Daughter omission allows for empty categories: rules that dominate
no lexical material. Such empty nodes were used in the earliest analy-
sis of long-distance dependencies in LFG (Kaplan and Bresnan 1982),
and Bresnan (2001) still appeals to empty nodes as a way of assign-
ing proper grammatical functions in these constructions. Since a string
can contain an unbounded number of unpronounced empty categories,
Economy has been proposed to ensure that empty categories are not
proliferated beyond necessity and can only appear when they are re-
quired to express a given meaning. This has been one of the stronger
motivations in support of Economy of Expression.
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However, Kaplan and Zaenen (1989) proposed another way of
making the proper assignments of grammatical functions in long-
distance constructions. They establish the proper grammatical rela-
tions in terms only of f-structure constraints that characterize func-
tional uncertainties. Kaplan and Zaenen’s account does not rely on
empty c-structure categories in particular linear positions, and in fact
their analysis specifically excludes trees with empty categories from
the set of valid c-structures. This view aligns itself with the large body
of literature arguing against the existence of traces or empty cate-
gories (Sag and Fodor 1994; Sag 2000; Dalrymple and King 2013).
Weak crossover (Postal 1971; Wasow 1979) has been a recalcitrant
challenge to proponents of eliminating traces from the c-structure tree,
and Bresnan (2001) points to weak crossover phenomena as the pri-
mary source of evidence for traces. However, alternative accounts of
weak crossover can be based on other f-structure or c-structure prop-
erties rather than the linear position of empty categories (Dalrymple
et al. 2007; Nadathur 2013). If vacuous category expansions as in (3d)
are not needed in the analysis of long-distance dependencies, includ-
ing weak crossover, and are not permitted in valid c-structures, there
is no need for a principle of Economy to impose an ordering over
c-structures containing empty categories.

5 string-permutation economy:
projecting x′ structure

Toivonen (2003) proposes the following definition of Economy:
(23) Economy of Expression (Toivonen): All syntactic phrase struc-

ture nodes are optional and are not used unless required by X′-
constraints or Completeness. (Toivonen 2003, 200)

In fact, restricting the Economy comparison to syntactically valid
triples 〈s, c, f 〉 obviates the need for concern about whether well-
formedness criteria such as Completeness should be included in the
definition of Economy: only valid c-structures and f-structures are con-
sidered in economy-based comparisons, and so it is not necessary to
restate these conditions in defining Economy conditions. Similarly,
the restriction on X′ structure is part of the definition of a well-formed
c-structure in Toivonen’s version of LFG; hence, it is not a distinguish-
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ing characteristic and is thus also unnecessary for the definition of
Economy of Expression.
Toivonen (2003, 199) stipulates that “Economy only holds over

c-structures with identical f-structure, semantic interpretation, and
lexical forms”. The equivalence of semantic interpretation is already
enforced by the expressivity condition of GenG(m). Because of Toivo-
nen’s restriction to identical words (lexical forms) in the string, her
definition amounts to String-Permutation Economy:
(24) Toivonen’s Economy: String-Permutation Economy.
As we will see, Toivonen’s appeal to String-Permutation Economy
means that her approach, unlike Poser Blocking and Bresnan’s defi-
nition of Economy (to be discussed in Section 6), does not privilege
expression of meanings by words over phrases. The result is that Toivo-
nen’s Economy comparison is defined for a smaller number of deriva-
tion triples than Poser Blocking or Bresnan’s Economy comparison.
String-Permutation Economy plays a central role in Toivonen’s

(2002; 2003) analysis of word order in the Swedish VP. Toivonen pro-
poses that prepositions and adverbs in Swedish vary as to whether
they project phrasal structure. Projecting prepositions (represented
as P0) can appear after the object phrase, while nonprojecting prepo-
sitions (represented as P̂) must adjoin to V0. Some prepositions, such
as upp ‘up’, are underspecified (represented simply as P), and may be
either projecting or nonprojecting. For example, (25a) contains the
non-projecting version of upp. Modifiers can only adjoin to projecting
categories, so the presence of the modifier rakt in (25b) requires the
projecting version of upp:
(25) a. V′

V0

V0

sparka
kick

P̂
upp
up

NP

bollen
ball

b. V′

V0

sparka
kick

NP

bollen
ball

PP
P′

P0

Â
rakt
right

P0

upp
up(Toivonen 2002, examples (11) and (12))
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The phrase structure rules for the Swedish V′ do not allow the order
V PP NP, with the result that modified particles cannot appear adja-
cent to the verb preceding the object:
(26) *sparka rakt upp bollen (cf. Toivonen 2003, 101–103)

Not licensed by Swedish phrase structure rules:
V′

V0

sparka
kick

PP
P′

P0

Â
rakt
right

P0

upp
up

NP

bollen
ball

Conversely, unmodified Swedish non-projecting or optionally project-
ing particles (unlike their English counterparts) must appear adjacent
to the verb and cannot be separated from it.
(27) *sparka bollen upp (cf. Toivonen 2003, 34–35)

Ruled out in favor of (25a) by Economy under Toivonen’s ac-
count:

V′

V0

sparka
kick

NP

bollen
ball

PP
P′

P0

upp
up

The ungrammaticality of example (27) cannot be explained by appeal
to the V′ phrase structure rule, which allows the order V NP PP, as
seen in example (25b). Furthermore, non-branching PP structures as
in (27) are independently justified in Swedish in preposition stranding
constructions such as interrogatives (Ida Toivonen, p.c.); these object-

[ 400 ]



Economy of Expression as a principle of syntax

taking prepositions are unambiguously lexically specified as project-
ing and hence must appear as the P0 head of a PP:
(28) Vem

who
gav
gave

du
you
boken
book

åt?
to

‘Who did you give the book to?’
According to Toivonen’s theory, String-Permutation Economy is cru-
cial in selecting the non-projecting c-structure (25a) and ruling out
the projecting structure (27).
However, there is an alternative analysis of this particular pat-

tern which does not appeal to a global comparison under the Econ-
omy ordering. On Toivonen’s analysis, lexical specifications deter-
mine whether a word is assigned the projecting category P0 or
the non-projecting category P̂. Given the phrase structure rules
of Swedish, words with the projecting category can only appear
as the head of a full phrase, as in examples (25b) and (28), and
non-projecting words can only appear adjoined to another head,
as in example (25a). Some words, such as upp, are lexically am-
biguous and so may appear in either position. However, when
just those ambiguous words are assigned the projecting category
and appear as the daughter of P′, they further require the pres-
ence of a modifier. This additional requirement can be captured
in standard LFG theory by annotating the P0 categories of am-
biguous words with an existential constraint (↑ GF) to guarantee
the presence of a grammatical relation in the corresponding f-
structure. This can be an object in the case of preposition strand-
ing or a modifier in the case of the intransitive prepositions as
in example (25b).8 Under this alternative analysis no reference to
Economy is required but the underlying intuition behind project-
ing and nonprojecting prepositions proposed by Toivonen is main-
tained.

8Potts (2002) also provides an alternative analysis to the Swedish data,
namely that a projecting P0 must appear in a branching PP. However, his analysis
would have to be modified to account for examples with stranded prepositions,
such as (28).
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6 different-words economy:
avoiding redundant structure

6.1 Bresnan’s Economy
Economy of Expression is one of the major principles in Bresnan’s
(2001) abstract and principle-based characterization of an LFG gram-
mar. Her principle is stated in the following way:
(29) Economy of Expression (Bresnan): All syntactic phrase structure

nodes are optional and are not used unless required by indepen-
dent principles (Completeness, Coherence, Semantic expressiv-
ity). (Bresnan 2001, 91)

As noted above, all definitions of Economy consider only 〈s, c, f 〉 triples
in which the c-structure c and f-structure f are well-formed. This ob-
servation allows us to simplify Bresnan’s definition: the Complete-
ness and Coherence conditions in Bresnan’s definition are subsumed
by the restriction to grammar-relevant structures. Bresnan does not
provide an explicit definition of Semantic expressivity, but we un-
derstand this condition as restricting application of Economy-based
comparison to the triples expressing a target meaning m, as in defini-
tion (13).
We also understand Bresnan’s definition (29) together with her

principles of endocentricity, structure-function mapping, etc., as spec-
ifying a traditional LFG grammar GG . The optionality provision of
the Economy principle deals with the problem that the c-structure
component of a GG that realizes just the other abstract principles
may not admit all trees that are linguistically desirable or neces-
sary to express all meanings. The provision extends that c-structure
component to allow many more smaller trees, and thus potentially
larger generation sets GenGG (m) for some meanings. Indeed, option-
ality may provide a non-empty GenGG (m) for meanings that might be
inexpressible if other principles demand the presence of certain nodes
or annotations.
Bresnan’s definition of Economy places no constraints on the

string components of the derivation triples, and hence is an instance
of Different-Words Economy:
(30) Bresnan’s Economy: Different-Words Economy.
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Thus, her definition encompasses cases of Poser blocking, privileging
(single-word) morphological over (multi-word) phrasal modes of ex-
pression of f-structures with the same content (Bresnan 2001, 93).

6.2 Poser blocking
Many cases of Morphological Blocking involve comparison between
alternative single words in the same syntactic context, and do not fall
under the purview of Economy. However, Economy is relevant for a
certain subset of cases that have been treated as Blocking: Poser (1992)
was among the first to explore the possibility that a slot in a morpho-
logical paradigm could be filled periphrastically, i.e., by a sequence of
words, and that the availability of a means of expressing a set of fea-
tures by a single word blocks the periphrastic expression of the same
features. Different-Words Economy has sometimes been suggested as
an explanation for these cases of morphological blocking, cases where
the phrasal expression of a meaning seems to be disallowed when a
single word exists that expresses the same meaning. As Nordlinger and
Bresnan (2011) point out, Economy “privileges lexical over phrasal ex-
pression –morphology over syntax”.9 Thus the availability of prettier is
claimed to blockmore pretty, whereas the non-existence of *beautifuller
is what allows for phrasal expression of the comparative of beautiful
as more beautiful.
Embick and Marantz (2008) present a “generalized” formulation

of Poser blocking (see also Hankamer and Mikkelsen 2002; 2005):
(31) Generalized Poser blocking (Embick and Marantz 2008, 38):

For each node in the syntactic structure, scan the lexicon for a
word that expresses the same features. If such a word exists, use
the word in place of the phrase.

Since comparison is over different strings – that is, single-word vs. pe-
riphrastic expression of the samemeaning – string comparison in Poser
blocking is an instance of Different-Words Economy. The definition in
(31) can then be recast in the terms we have defined so far:
(32) Poser blocking: Different-Words Economy.

9This is true irrespective of whether the Economy metric counts non-
preterminals or non-X0 categories (Section 6.3), since a single X0 category can
block the expression of the same meaning by means of a larger c-structure.
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There is an important difference between Embick and Marantz’s in-
terpretation of Poser blocking and Different-Words Economy: as in-
terpreted by Embick and Marantz (2008), Poser blocking involves
comparison only between single words and multi-word phrasal con-
stituents. Although it would be formally possible to define Economy
as applying only to certain subtrees in a derivation, and in particular
only to pairs involving one single-word constituent and one multi-
word constituent, Bresnan (2003) argues that this restriction is unsat-
isfactory, since it would leave a large body of data unexplained. For
example, Bresnan discusses the conditional verbal paradigm in Ulster
Irish (Andrews 1990), where inflected forms disallowing pronominal
subjects compete with the periphrastic uninflected verb + pronomi-
nal subject, pointing out that the verb + subject in Irish do not form a
constituent and so would not be involved in an Economy comparison
restricted to individual subtrees in a derivation. See Bresnan (2003)
for further discussion and exemplification of this point.
Treating Poser blocking as an instance of Different-Words Econ-

omy raises some important issues. In at least some cases, preference
for expressing a meaning as a single word rather than periphrastically
seems to be a gradient phenomenon and not a matter of grammati-
cality: the word prettier is clearly preferred (in most contexts) to the
phrase more pretty, but the periphrastic realization may still be in-
cluded in the range of expressions that the grammar allows, and in fact
the periphrastic form rather than the single-word form surfaces in cer-
tain situations. Indeed, Mondorf (2009) presents an in-depth study of
factors influencing synthetic vs. analytic expression of comparatives:
these include number of syllables, attributive vs. predicative use, and
other factors. To take just one example, Mondorf (2009, 21) gives the
following counts for the comparative of the adjective slender in at-
tributive, predicative, and postnominal position in a corpus compris-
ing British newspapers and the British National Corpus:
(33) Synthetic Analytic Total % Analytic

(slenderer) (more slender)
Attributive 14 27 41 66%
Predicative 16 23 39 59%
Postnominal 3 2 5 40%
All positions 33 52 85 61%

[ 404 ]



Economy of Expression as a principle of syntax

Economy would wrongly predict that the availability of a synthetic
form like slenderer would suppress the analytic form more slender; in
fact, more slender appears in 61% of the cases overall, with slenderer
in the remaining 39%.
In his discussion of what has come to be called Poser Blocking,

Poser (1992, pp. 124–125) warns against the application of a fully
general principle such as Economy to these cases, stating that

“Under the pragmatic hypothesis, it should be possible
for phrasal constructs of any size to be blocked. But in
point of fact the examples of blocking of phrasal constructs
known to me all involve blocking of small phrases; there ap-
pear to be no examples of blocking of large syntactic units.
For example, the red book does not block the book which
is red.”

Poser concludes that blocking may apply to morphological paradigms
(e.g. *amn’t) but does not necessarily apply to larger syntactic units.
This position was reiterated in subsequent work by Ackerman and
Webelhuth (1998), Katzir (2008) and others. On this view, Poser
blocking may be confined to the morphology component and should
be accounted for by improved theories of periphrasis in morphol-
ogy. Thus, we too believe that Economy of Expression as a gen-
eral syntactic notion does not offer a proper explanation for Poser
blocking.

6.3 Nonprojecting categories and lexical sharing
As in Toivonen’s analysis of English and Swedish clitics, Economy
considerations have been invoked to control whether X′ and XP lev-
els of structure are present if they are not otherwise needed (e.g. for
adjunction or coordination). Broadwell (2007) proposes to use Lexi-
cal Sharing (Wescoat 2009, 2002) and adjunction to non-projecting
words to account for the distribution of Zapotec adjectives, appeal-
ing to Economy of Expression to rule out ungrammatical patterns. He
points to evidence from phonology and clitic placement to show that
for nouns modified by unmodified adjectives with no complements,
the one-word structure in (34a) is correct and the two-word structure
in (34b) is unacceptable.
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(34) a. Acceptable:
NP
N

N Â
ngìw+góórrd
man+fat
‘fat man’

b. Unacceptable:
NP

N

ngìw
man

AP

A

góórrd
fat

As for Swedish particles, multiword adjective phrases behave differ-
ently, and do not participate in Lexical Sharing. Adjectives with com-
parative complements appear as the head of a separate phrase, and do
not form a single word with the noun:
(35) NP

N

ngìw
man

AP

A

góórrd=ru
fat=more

PP

quèy nàà’
than me

‘a man fatter than me’
This is similar to the Swedish patterns described by Toivonen in that
separate multi-word phrases behave differently from single words,
which may not form full phrases on their own; Zapotec differs from
Swedish in that the adjective+noun combination forms a single word
rather than a two-word sequence. The solution that Broadwell pro-
poses is also similar: he appeals to Economy to properly discriminate
between these structures, on the basis that Economy selects the smaller
lexical sharing structure in (34a) to express the intended meaning, and
rules out the larger structure in (34b).
Broadwell’s analysis highlights an unresolved issue in the defini-

tion of Economy: which nodes are counted in determining the size of
a c-structure tree? Bresnan (2001, 91) restricts attention to “syntactic
phrase structure nodes”, which she defines as excluding terminal and
preterminal nodes: that is, to “those nonterminal nodes which do not
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immediately dominate a lexical element”. In (34) we have adopted
Bresnan’s X′ Omission principle, with AP directly dominating A in ex-
ample (34b). If the trees in (34) are correct, Bresnan’s definition does
not select the tree in (34a) over the tree in (34b). Both trees have
two nonterminal nodes not dominating a lexical element, NP and N in
(34a), and NP and AP in (34b), and thus should be equally economical
according to Bresnan’s criterion for counting nodes. If tree (34a) is to
be selected on the basis of Economy, we must count non-X0 nodes in-
stead of non-preterminals: (34a) has only one non-X0 node, NP, while
the tree in (34b) has two non-X0 nodes, NP and AP.
We pointed out earlier the possibility of accounting for the dis-

tribution of Swedish prepositions in terms of f-structure restrictions
in the lexical entries of prepositions which optionally project, rather
than an Economy-based comparison of different candidate structures.
A similar constraint requiring the presence of a grammatical func-
tion may also account for the distribution of Zapotec free adjectives
such as góórrd, but we leave details of this analysis to future re-
search.

7 conclusion

We have presented a formal framework within which explicit defini-
tions of metagrammatical principles can be made, and we discussed
three types of Economy of Expression in detail: Same-String Econ-
omy, String-Permutation Economy, and Different-Words Economy.
We observed that it is important to separate the Economy metric from
stylistic or pragmatic preferences that may also value succinctness or
brevity. Under Economy, the only grammatical derivations for a given
meaning are the smallest ones, while stylistic or pragmatic principles
choose the optimal way of expressing a meaning from among gram-
matically well-formed derivations.
Economy as a grammatical principle is of a very different formal

nature from other grammatical principles governing grammatical rep-
resentations or the form of grammar rules or lexical entries: Economy
requires a global choice among alternatives that are well-formed ac-
cording to the other principles of the grammar. Thus, the burden of
proof is on proponents of Economy to show that such a principle is
necessary, and that Economy is not simply a generalization about the
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nature and interaction of other, independently motivated grammati-
cal mechanisms and principles. Our view is that previous proposals
have failed to provide clear motivation for an independent principle
of Economy, since in all of the cases we have examined, analyses ap-
pealing to independently-motivatedmechanisms provide equally good
accounts of the linguistic phenomena.
Economy has been offered as a broad explanatory principle for

a range of linguistic phenomena that, on close examination, do not
seem to form a natural class. Our formal characterization of Economy
and our survey of its empirical applications suggests that it is not a
compelling explanatory principle in an LFG setting. We do not know
whether other theories adopting an Economy metric have the same
independently motivated mechanisms that would make Economy su-
perfluous, but we hope our discussion has clarified some of the major
issues and will help to guide further research.
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In this paper I discuss weaknesses in the traditional LFG account of
complex predicates and in the XLE implementation of the same. I ar-
gue that the concept of predicate composition in general, and the
mechanisms required to achieve it, are problematic, but that the most
problematic element is the concept of argument fusion. I show that
a semantically-integrated account of complex predicate formation is
possible within LFG+glue, an account which provides a simple and
effective formalization of argument fusion, and which does not suffer
from the weaknesses of traditional approaches.1

1 introduction

Complex predicates present a challenge to any lexicalist theory of syn-
tax since, in at least some languages, there is clear evidence that a
single clausal predicate can result from a syntactic process involving
two or more distinct lexical elements (usually a lexical verbal or nom-
inal element, and one or more ‘light’ verbal elements). The resulting

1 I am very grateful to the attendees of the Oxford Glue Group, 8 May 2015,
and the audience at the 18th SE-LFG meeting, SOAS, 31 October 2015, where
versions of this work were presented, for their attention and valuable comments,
in particular to Mary Dalrymple, Avery Andrews, Jamie Findlay, Louisa Sadler,
Kersti Börjars, Andrew Spencer, and Peter Austin. I am also grateful to Anna Ki-
bort, whose paper on causatives at the 16th SE-LFG meeting, SOAS, 21 February
2015, first got me thinking about complex predicates and glue. Naturally all er-
rors are my own. This work was undertaken while I was in receipt of an Early
Career Research Fellowship funded by the Leverhulme Trust.
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predicate functions as if it were a single lexical element, but its forma-
tion within the syntax belies this. In this paper I discuss a number of
approaches to complex predicate formation within the strict lexical-
ist theory of Lexical Functional Grammar (LFG; Kaplan and Bresnan
1982; Bresnan 2001; Falk 2001), and show that all suffer from theoret-
ical, and in some cases even empirical, weaknesses. I then present an
analysis within LFG augmented with glue semantics (LFG+glue; e.g.
Dalrymple 2001; Asudeh 2012), which overcomes the weaknesses in
previous approaches and even has the potential to account for data
which is problematic for previous accounts.
Early work on complex predication within LFG proposed either a

multiclausal syntactic analysis similar to raising (e.g. Ishikawa 1985),
or an essentially lexical analysis, whereby complex predicates are
formed from their constituent parts inside the lexicon (e.g. Kaplan and
Wedekind 1993; Ackerman andWebelhuth 1996, 1998). However, au-
thors such as Mohanan (1994), Butt (1995) and Alsina (1996) demon-
strated beyond reasonable doubt that some languages attest complex
predicates which are syntactically monoclausal, yet must be analysed
as formed in the syntax. From an LFG perspective, the challenge in
modelling such a phenomenon lies in the process of predicate for-
mation, in particular in the merger of distinct semantic forms, since
semantic forms are in principle not manipulable in syntax, and in the
fusion and linking of the arguments of merged predicates. Since the
early work of Butt (1995) and Alsina (1996), there has been a wealth of
research on complex predicate formation as a syntactic phenomenon
within LFG, in particular by Miriam Butt and her colleagues.2 Two
main formal approaches have developed: one that now might reason-
ably be called the ‘traditional’ LFG approach, which seeks to integrate
the analysis of complex predicates with work on argument structure
and ‘linking theory’, and a somewhat different approach which is uti-
lized in the computational implementation of LFG, XLE (Crouch et al.
2011). Relatively little work has been done, however, on how seman-
tics interacts with the syntax and argument structure of complex pred-
icate formation; the exceptions are Kaplan and Wedekind (1993), Dal-

2See e.g. Butt (1997), Butt and Geuder (2001), Butt et al. (2003), Butt and
Ramchand (2005), Butt and King (2006), Butt et al. (2010), Ahmed and Butt
(2011), Raza (2011), Ahmed et al. (2012), Butt et al. (2012), Sulger (2012), and
Butt (2014).
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rymple et al. (1993a), Andrews and Manning (1999), Andrews (2007),
and Homola and Coler (2013).3 In particular, there exists no account
of complex predicates within standard architectural assumptions and
in the current standard ‘new’ glue format. Recent work in LFG+glue,
e.g. by Asudeh and Giorgolo (2012), has shown that glue semantics is
able to do a lot of the work traditionally attributed to argument struc-
ture; one aim of this paper is to show that this holds also for complex
predication.
In the next section I show that neither of the main approaches

to complex predicate formation in LFG provides an entirely satis-
factory analysis of predicate composition or argument merger. In §3
I argue that a semantically integrated account is more satisfactory; in
§4 I show that my proposal can not only deal with some of the most
complex phenomena that previous accounts can, but that it even has
the potential to deal with phenomena that are problematic for previ-
ous accounts. In §5 my proposal is compared with previous proposals
for a semantic account of complex predicates in LFG. In §6 I draw my
conclusions.

2 the standard accounts

As mentioned in the previous section, there are two approaches that
might be considered the standard approaches to complex predicates
in LFG. This is not to say that there are two competing approaches,
or that it is a case of some authors advocating one approach over
the other. Rather, the two approaches are used in different contexts,
even by the same authors. For example, Butt (2014) provides one of
the most elegant and fully formulated accounts of what I will refer
to as the ‘linking’ approach, which builds on much of her previous
work, but at the same time Butt has been at the forefront of developing

3Current work in XLE does not attempt to integrate glue semantics, or any
theory of the syntax-semantics interface, into the implementation. Functional
means of dealing with semantic representations are available, by means of the
f-structure LEX-SEM feature or by means of f-structure rewriting (Crouch and King
2006), but these permit no active role for semantics in the grammar. The absence
of a semantically integrated account of complex predicates within XLE does not
therefore have anything specifically to do with complex predicates but is merely
a feature of the XLE implementation at the present time.
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the XLE treatment of complex predicates within the context of the
Urdu PARGRAM grammar (Butt et al. 1999, 2002; Butt and King 2007;
Sulger et al. 2013).
The very fact that the computational implementation of LFG does

not include a full formalization of the linking approach raises some-
thing of a question mark over both approaches, in particular over the
lack of formalization of the linking approach, and over the analyti-
cal accuracy of the XLE approach.4 In this section both approaches
are described, focusing initially on those aspects that both approaches
share, and then drawing out the ways in which they differ. The descrip-
tion of the linking theory approach is based on the recent account of
Butt (2014).
The phenomenon in question is exemplified in (1) and (2):5 (1)

shows a simple transitive sentence in Urdu with the verb likh ‘write’,
while (2) shows a sentence involving a complex predicate formed of
the verb likh ‘write’ and the ‘permissive’ light verb de.6
(1) saddaf-ne

Saddaf-erg
ciṭṭhii
note.nom.f.sg

likh-ii
write-perf.f.sg

‘Saddaf wrote a note.’ (Urdu)
(2) anjum-ne

Anjum-erg
saddaf-ko
Saddaf-dat

ciṭṭhii
note.nom.f.sg

likh-ne
write-inf.obl

d-ii
let-perf.f.sg
‘Anjum let Saddaf write a note.’ (Urdu)
As Butt and other authors have demonstrated, Urdu complex

predicates such as that in (2) are monoclausal at f-structure but consist
of two predicating elements, each with their own argument structures.
Light verbs can combine productively and recursively with most ver-
bal, and many nominal, forms, such that their combination must be
treated syntactically, not lexically.

4The reasons for the differences between the two approaches are discussed
by Butt et al. (2010, 249–250); they boil down to the desire for computational
efficiency within XLE.

5The examples are from Butt (2014).
6The following abbreviations are used in the glosses: CAUS ‘causative’, DAT

‘dative’, ERG ‘ergative’, F ‘feminine’, INF ‘infinitive’, INSTR ‘instrumental’, M ‘mas-
culine’, NOM ‘nominative’, OBL ‘oblique’, PERF ‘perfect’, SG ‘singular’.
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Under the linking approach to complex predicates, the lexical en-
try for the verb likh ‘write’ is assumed to contain the semantic form
specification in (3), while the lexical entry for the light verb de ‘let’ is
assumed to contain the semantic form specification in (4).

(3) (↑ pred) = ‘write 〈 agent, theme 〉’
[−o] [−r]

(4) (↑ pred) = ‘let 〈 agent, goal, %pred 〉’
[−o] [+r]

In these semantic forms, the verb forms concerned subcategorize
for arguments which are defined by reference to the semantic role
of the argument and by reference to one of the features ±o or ±r,
which constrain the mapping between semantic roles and grammati-
cal functions according to the principles of Mapping Theory (Bresnan
and Kanerva 1989). The specifics of the argument structure model as-
sumed, and the details of Mapping Theory, are not important for the
present purposes; the representations of Butt (2014) are adopted here,
but e.g. all the semantic forms and argument structure representations
presented in this paper could easily be rewritten in the model of Ki-
bort (2001, 2004, 2006, 2007, 2008), and no significant differences
would result.
What is important is that these semantic forms must fuse in the

formation of the f-structure, with the semantic form of the lexical verb
supplying the value of the %pred variable in the argument structure
of the light verb. This process of fusion is discussed in more detail
in the rest of this section; at this point it suffices to say that the se-
lected semantic roles are associated with grammatical functions, and
that a single predicate, with a single subcategorization frame, results.
This can be seen in the pred value in (5), which shows the resulting
f-structure for the clause in (2).

(5)

pred ‘let-write〈subj, objgoal, obj〉’
subj
�
pred ‘Anjum’

�
objgoal
�
pred ‘Saddaf’

�
obj
�
pred ‘note’
�


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The first theoretical weakness of the linking theory approach, a
feature shared with the XLE approach, is in the mechanism of predi-
cate fusion. A fundamental assumption of early lexicalist syntax was
the principle of Direct Syntactic Encoding, i.e. the principle that lexi-
cal properties such as argument structure should not be manipulable
in the syntax. This plays out in LFG in the fact that, at least origi-
nally, semantic forms are not manipulable in the syntax. As clearly
demonstrated by Mohanan (1994), Butt (1995) and Alsina (1996),
however, complex predicates require a syntactic explanation, and in
this respect, at least, the principle of Direct Syntactic Encoding can-
not be maintained. Under the linking and XLE approaches to complex
predication an exception to the non-manipulability of semantic forms
must be made, since there is no other way for predicates to compose,
and the variable %pred utilized in the semantic forms for light verbs
(as in (4)) was adopted as a means of manipulating semantic forms
outside the lexicon. The variable %pred is therefore an augmenta-
tion of the original LFG system which, though apparently necessary,
significantly increases its power, and is required purely to account
for complex predicates. If %pred, and manipulable semantic forms
in general, could be eliminated, this would be theoretically advanta-
geous in restricting the power of the LFG formalism and reducing the
number of construction-specific devices required.
A further problem with predicate fusion is the mechanism re-

quired to actually get the information supplied by the embedded se-
mantic form inside the semantic form of the light verb, i.e. precisely
how a semantic form such as that in (6) gets instantiated as (7).7

(6) ‘let 〈 agent, goal, %pred 〉’
(7) ‘let 〈 agent, goal, ‘write 〈 agent, theme 〉’ 〉’
Most recent discussions of complex predication that are based

within the linking approach brush over the explicit formalization of
this process. In early work, Butt (1995) and Alsina (1996, 1997) do
provide formalized accounts of the process. Butt’s (1995) account ne-

7An instantiation as in (7) is usually represented in an f-structure in resolved
form, that is with a single ‘fused’ predicate with a single subcategorization frame,
and with subcategorization for semantic roles replaced by subcategorization for
grammatical functions, as shown in (5).
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cessitates assuming a distinction between two types of semantic form,
one type (found with light verbs) which is incomplete on its own and
requires that it be unified with a standard, complete, semantic form.
In addition, the usual ↑ = ↓ f-description must be reinterpreted such
that it licenses the composition of semantic forms where necessary.
Alsina’s (1997) proposal is similar, except that the alternative inter-
pretation of ↑ = ↓ is associated with a new function ↑ =H ↓, and the
precise formulation of the composition is stated in somewhat differ-
ent terms. Both accounts involve augmentations of the standard LFG
model, thereby increasing its power and, as argued by Andrews and
Manning (1999), the proposals are either under-formalized in certain
respects, or else there are difficulties with the formalizations involved.
In any case, neither proposal appears to have been widely adopted, at
least explicitly, in recent work within the linking approach.
Besides these early proposals, the only remaining available for-

malization is that proposed by Butt et al. (2003) for XLE, and in the
following I assume that this formalization holds also for the linking
approach.8 For the XLE approach, it is necessary to assume that se-
mantic forms can be decomposed into their constituent parts. In par-
ticular, the feature argx can be used to refer to argument positions
inside the pred feature. That is, for example, the constituent parts of
the semantic form in (6) can be referred to by the schema:
(8) ‘fn 〈 arg1, arg2, arg3 〉’
such that for any f-structure for which (6) provides the pred, the
%pred variable can be referred to by the path pred arg3. Then,
via a phrase structure rule such as that in (9), the pred of a lexical
verb can be identified with the %pred slot in the pred value of a
light verb.9

8Butt et al. (2010) discuss the following details, in particular the use of the
restriction operator, as specifically part of the XLE approach to complex predi-
cates and not as part of the linking approach. However, as stated, no standard
formalization exists for the linking approach (Butt et al.make no mention of what
they assume) such that, to the extent that one wants to be able to formalize pred-
icate fusion in the linking approach, one is essentially constrained to make use
of the XLE mechanisms.

9This rule has been simplified for the purposes of exposition; a more detailed
version is given in (11).
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(9) V → Vlex Vlight
↓ \pred = ↑ \pred ↑= ↓

(↑ pred arg3) = (↓ pred)
This works, but it suffers from the same problem that we have

seen already with regard to the %pred variable: the argx feature is
required specifically to account for predicate composition, and its pur-
pose is to enable the manipulation of an otherwise non-manipulable
element of f-structure, the semantic form.10 Furthermore, this anal-
ysis must make use of the restriction operator \, as seen in (9). The
restriction operator was introduced by Kaplan and Wedekind (1993),
who provide the following definition:

(10) If f is an f-structure and a is an attribute:
f \a = f |Dom( f )−{a} = {< s, v >∈ f |s ̸= a}

Informally, the f-structure f \a is identical to the f-structure that
results from removing the attribute a from the f-structure f . This oper-
ation is a fundamental part of both the linking theory and XLE analyses
of complex predication, since they seek to represent the fact that both
lexical and light verb elements are co-heads of the clausal f-structure,
even though some attributes of the clausal f-structure have different
values from those required by the lexical verb. One of these attributes
is pred, as seen in (9): the pred of the lexical verb’s f-structure serves
as an argument inside the pred of the light verb (and thereby the
clause), so the two are necessarily not the same. In the simplified
phrase-structure rule given in (9), only one restriction is stated, but
full treatments require considerable use of restriction. For example,
Butt et al. (2003, 99) provide the following rule for complex predica-
tion in Urdu (explicitly for the XLE approach):

(11) V → V Vlight
↓ \pred\subj\vtype\lex-sem =
↑ \pred\subj\objgoal\vtype\lex-sem ↑= ↓

(↑ pred arg3) = (↓ pred)
(↑ objgoal) = (↓ subj)

10The FN feature has found more widespread use, but both are rendered un-
necessary for any phenomenon under the proposals made in §3.

[ 420 ]



Complex predicates: an LFG+glue analysis

Restriction is a well-defined set-theoretic operation, and is not in
principle to be avoided. Bresnan apud Butt et al. (2010, 253) ques-
tions the use of the restriction operator on theoretical grounds, since
it potentially endangers the Principle of Direct Syntactic Encoding by
permitting grammatical functions to be changed in the syntax; this
is really the same problem we have seen already with the other as-
pects of the formalization of predicate composition. A more specific
problem is that it may cause inside-out functional uncertainty to fail
(Andrews 2001, and p.c.).11 In any case, an analysis that can dispense
with restriction is perhaps to be preferred over one that cannot do so
purely on grounds of simplicity.
In fact, the use of restriction has some not entirely desirable con-

sequences. The intuition behind the use of the restriction operator here
is, as mentioned, that both the lexical verb and the light verb are co-
heads of the clausal f-structure. This is a key part of the important ob-
servation that such complex predicates are monoclausal at f-structure.
Nevertheless, while equations of the type ↓ \pred = ↑ \pred do in
some sense permit the lexical verb to function as a co-head, they also
specify the existence of a separate f-structure, of which the lexical verb
alone is the head. That is, e.g., for the sentence in (2), alongside the
f-structure in (5) there must also exist that in (12), which represents
the f-structure for the lexical verb alone.

(12) 
pred ‘write〈subj, obj〉’
subj
�
pred ‘Saddaf’

�
obj
�
pred ‘note’
�


Butt et al. (2003, 101) refer to the full clausal f-structure of a com-
plex predicate, such as that in (5), as representing “the final analysis”,
implying that the separate f-structure for the lexical verb is somehow
preliminary and not independently part of the final analysis. How-
ever, by the phrase-structure rules and f-descriptions that specify both
clausal and lexical verb f-structures, there is no sense in which one
f-structure is in any sense subordinate to, or subsumed or rendered

11Recent work by Homola and Coler (2013) sets out explicitly to eliminate
the need for restriction in the analysis of complex predicates; I will discuss this
in more detail below.
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superfluous by, the other. Both exist, side by side, sharing all features
not restricted out, but potentially differing in respect of the restricted
features. This means that, although it is a fundamental assumption of
the linking and XLE approaches to complex predicates that the lexi-
cal verb – light verb complex is monoclausal at f-structure, the only
widely utilized and fully formalized analysis of this in LFG requires
that there are in fact two f-structures (contrary to the original analy-
ses of Butt 1995 and Alsina 1996, 1997). It is worth remarking that
the only real value of the restriction operator here is to permit these
two f-structures to exist side by side, rather than one embedded inside
the other. That is, if one were prepared to permit the f-structure for
the lexical verb to be embedded inside the f-structure for the clause,
it would in principle be possible to do away with the restriction oper-
ator. For example, a phrase-structure rule such as that in (13) would
produce an f-structure such as (14) for the sentence in (2).12

(13) V → V Vlight
(↑ ep) = ↓ ↑= ↓

(↑ pred arg3) = (↓ pred)
(↑ objgoal) = (↓ subj)
(↑ obj) = (↓ obj)

(14) 

pred ‘let-write〈subj, objgoal, obj〉’
subj
�
pred ‘Anjum’

�
objgoal
�
pred ‘Saddaf’

�
obj
�
pred ‘note’
�

ep


pred ‘write〈subj, obj〉’
subj
� �

obj
� �




The similarity with a raising analysis of complex predication is ob-

vious. But, as stated, the fundamental assumption of these approaches
is that a raising-like analysis involving a multiclausal f-structure is
not appropriate, since there is very good evidence for monoclausality.

12As in (5), with the PRED value shown in resolved, i.e. ‘fused’, form.
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However, as long as the lexical verb’s f-structure is not directly subcat-
egorized for by the light verb (hence the use of the ad hoc ep in (14),
standing for ‘embedded predicate’, rather than e.g. comp), and as long
as all the arguments of the complex predicate appear in the clausal
f-structure by virtue of the identification of the lexical verb’s pred
with an argument of the light verb’s pred, it could be argued that the
evidence for monoclausality does not in principle exclude the embed-
ding of an f-structure for the lexical verb inside the clausal f-structure.
That is, if the outer f-structure in (5) is f, the outer f-structure in (14)
is g, and the attribute ep is e, then f = g\e, and any evidence for mono-
clausality can be explained by reference to g\e just as easily as it can by
reference specifically to f. In other words, if the lexical verb must head
its own f-structure, it does not really matter whether this f-structure
appears inside the clausal f-structure, as in (14), or alongside it, as
the linking/XLE analyses assume. Details aside, embedding is essen-
tially the approach taken by Andrews and Manning (1999), whose
proposals involve the embedded predicate appearing as the value of
an f-structure feature arg.
Given the evidence for monoclausality, it would be preferable if

the analysis could eliminate the need for a separate f-structure headed
by the lexical verb altogether. As discussed, the f-structure for the lex-
ical verb in a complex predicate is not treated as part of the “final
analysis”. The assumption of such an f-structure is, in terms of the syn-
tax, at least, little more than a technical necessity for the linking/XLE
approaches to be able to account for predicate composition. On the
other hand, there may be semantic difficulties with assuming only a
single f-structure. This is discussed in more detail in §4, but at this
point one may draw the conclusion that if multiple f-structures are
necessary, there seems to be little gained by using restriction when all
it achieves is disconnecting those f-structures from one another.
Thus far, I have avoided detailed discussion of the arguments of

complex predicates. Beside the process of predicate, and f-structure,
composition, this is the second major question mark over the link-
ing/XLE analyses of complex predication in LFG. It is also apparently
the most problematic, since while there do exist formal accounts of
predicate composition within LFG (however problematic), there exists
no comparable formalization of argument fusion. Although it is an aim
of this paper to provide a general treatment of complex predicates, the
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primary aim is to show that the hitherto unformalized process of argu-
ment fusion receives a formally elegant account when treated within
LFG+glue.
The issue is how in (7), for example, the agent argument of the

lexical verb likh ‘write’ is fused with the goal argument of the light
verb, such that only the single resulting fused argument undergoes
mapping to a grammatical function (i.e. with the result that there are
only three arguments of the complex predicate ‘let-write’, rather than
four; cf. (2) and (5)). At this point, the linking and XLE approaches
go their separate ways. As for the linking approach, there has been
considerable work on the argument structure relations involved, and
how the arguments resulting from the fusion of two predicates map
correctly to their respective grammatical functions. Generalizations
have also been stated on which arguments may fuse: e.g. Butt (1995,
1998) proposes that the lowest matrix argument must be identified
with the highest embedded argument. In terms of the actual process
of argument fusion, however, I am aware of no explicit account within
the linking approach, even in the most recent work by Butt (e.g. 2014).
As for XLE, argument fusion is simply avoided.
In (1), saddaf-ne is the agent and the subject (or [−o] argument

in linking theory terms). However, in (2), the equivalent argument is
still the agent of the event of writing, but it now surfaces as objgoal
in the f-structure. That is, the argument structures for the predicates
of the two examples are respectively:
(15) ‘write’ 〈 agent theme 〉

[−o] [−r]
subj obj

(16) ‘let’ 〈 agent goal ‘write’ 〈 agent theme 〉〉
[−o] [+o] ([−o]) [−r]
subj objθ obj

The problem is how the agent of the lexical verb is fused with the
goal argument of the light verb, resulting in an argument that maps
to objθ . In the case in question the fused argument adopts the proper-
ties of the light verb’s argument: it adopts the [+o] of the light verb’s

[ 424 ]



Complex predicates: an LFG+glue analysis

goal argument, and not the [−o] of the lexical verb’s agent, mean-
ing that it can map to an object function (here objθ ). As stated, in
linking approaches to complex predication, there is no explicit account
of how this happens, even though it is a fundamental element of the
approach.
That the argument fusion assumed in the linking approach is a

badly underformalized notion is evident from the fact that, as men-
tioned, the XLE approach is rather different. In XLE there is no such
thing as argument fusion. While linking accounts of complex predica-
tion consistently assume that a light verb such as Urdu de ‘let’ (and sim-
ilar light verbs, such as causatives) is a three-place predicate, subcat-
egorizing for two thematic arguments (for de an agent and a goal)
and one predicate argument, in XLE such light verbs are two-place,
subcategorizing for only one thematic argument and one predicate ar-
gument. For example, in XLE the lexical entry for Urdu permissive de
will include the following (Butt et al. 2003, 99):
(17) (↑ pred) = ‘let〈(↑ subj), %pred2〉’
Since the light verb here introduces only one thematic argument,

for a complex predicate such as ‘let-write’ there is no need for argu-
ment fusion, since only three thematic arguments are introduced by
the separate verbs: one by the light verb, two by the lexical verb. All
that is needed is for the grammatical function of the lexical verb’s subj
to be changed as appropriate when it appears in the clausal f-structure;
this is achieved by f-descriptions such as (↑ objgoal) = (↓ subj), as
seen in (11).13 That this is very different from the linking approach
to complex predicates is noted by Butt and King (2006), who point
out that the XLE approach is closer to some Minimalist analyses of
complex predication.
A further feature of both the linking and XLE approaches to com-

plex predication is that neither involves an explicit account of the se-
13 It is a further weakness of the XLE approach that this f-description has to

appear as an annotation in the phrase-structure rule under the lexical verb’s V,
rather than under the light verb’s V. In principle, one would expect the specifi-
cation to be associated with the light verb; indeed, the grammatical function of
the argument depends on the light verb, since while e.g. Urdu de ‘let’ requires
the lexical verb’s SUBJ to appear as OBJθ , another light verb might require it to
appear as an OBLθ .
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mantic aspect.14 In the following section, I develop an alternative ap-
proach to complex predication, which makes use of glue semantics not
only to provide a proper semantic analysis of complex predication, but
also to overcome the weaknesses of the linking/XLE approaches.

3 proposal

It has long been recognized that the resource sensitivity of glue se-
mantics has the potential to capture a number of constraints that must
otherwise be dealt with at other levels of structure.15 In particular, the
resource sensitivity of glue means that the principles of complete-
ness and coherence, traditionally treated as well-formedness con-
straints on f-structure, are captured at the level of semantics, rendering
them superfluous as f-structure constraints. This means the subcate-
gorization frame traditionally assumed as part of an f-structure pred
feature is unnecessary: subcategorization can be dealt with almost en-
tirely within the semantics (Kuhn 2001; Asudeh 2004, 2012; Asudeh
and Giorgolo 2012).16
Therefore, the subcategorization requirements of a complex pred-

icate, and the process of argument fusion, however understood, can be
dealt with in the semantic representation. This permits an immediate
simplification of the syntactic representation: it is no longer necessary
to assume predicate composition in the f-structure, since the purpose
of predicate composition is essentially to enable the combination of
the subcategorization requirements of both the lexical verb and the
light verb in the same pred feature. At a stroke, manipulable pred
features, the %pred variable, and the restriction operator are all ren-
dered unnecessary. So in place of the phrase structure rule in (9), it is
sufficient for the present purposes to assume the phrase structure rule
in (18) for complex predicates in Urdu.
(18) V(lex) → Vlex Vlight

↑= ↓ ↑= ↓
14Cf. fn. 3.
15The earliest recognition of this may be by Kaplan apud Dalrymple et al.

(1993a, 14); see also Kuhn (2001) and Andrews (2008).
16Non-semantic arguments cannot be dealt with in the semantics, but they

can still be handled without recourse to subcategorization in semantic forms.
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That is, the lexical verb and light verb are genuine co-heads, re-
flecting the original intuition regarding the construction. Under this
analysis, if we wish to avoid the difficulties of predicate composition,
only one verb can supply a pred value. Since complex predicates can
be recursively embedded under light verbs to form new predicates,
the pred must be supplied by the lexical verb. Light verbs may then
contribute only features.17 For example, rather than the f-structure in
(5), I assume for the present an f-structure as in (19), based on lexical
specifications as in (20) and (21).18

(19)


pred ‘write’
permissive +

subj
�
pred ‘Anjum’

�
objgoal

�
pred ‘Saddaf’

�
obj

�
pred ‘note’
�


(20) likh: (↑ pred) = ‘write’
(21) de: (↑ permissive) = +
The point is that once subcategorization is removed from seman-

tic forms, and given that the existence of a separate semantic represen-
tation eliminates any requirement for semantic forms to reflect seman-
tic content, a light verb need contribute no more than (and perhaps
not even as much as) an f-structure feature specifying permission, or

17 In fact, they need not even contribute features, if there are no syntactic
operations that would require reference to such features. In the analysis proposed
here it is assumed that Urdu light verbs do contribute features, but this is assumed
largely to make the f-structure representations clearer, and I make no firm claims
as to whether such features are strictly necessary.

18The PRED value and subcategorized grammatical functions are not the only
features that necessarily show different values for the lexical and light verb. In
(11), for example, one of the features restricted out is VTYPE, since the light verb
is finite and the lexical verb an infinitive. The solution for any such feature will
depend on the function that it has in the wider grammar, but none should be
impossible to deal with. In the case of VTYPE, for example, it would be possible
to deal with this at ‘morphological structure’ (Butt et al. 1996, 1999), i.e. in just
the same way as monoclausal auxiliary sequences in English.
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causation, etc.: it no longer needs to contribute anything to the clausal
pred itself.19
This observation is not, in fact, new. Dalrymple et al. (1993a)

point out that:
If the only remaining function of the pred is to ensure predi-
cate uniqueness, it would do as well to assume that the pred
value for a sentence with a complex predicate is contributed
by the main verb…, and that the function of [a light verb
such as] let is to modify the argument structure but not to
contribute to or change the pred value of the construction.
Dalrymple et al. (1993a) still assume complex pred features of

the form ‘permit〈write〉’, but they make no claims as to how they
would be formed, and they assume such features perhaps only for the
sake of greater consistency with existing accounts. Nevertheless, Dal-
rymple et al.’s important insight has been essentially ignored in work
in both the linking and XLE approaches (presumably because these ap-
proaches tend to lack an explicit semantic angle), and it is well worth
re-emphasizing.
At least superficially, the problematic concept of ‘argument fu-

sion’ is more difficult to address, and it is here that the value of
a glue-based approach becomes apparent. The problem essentially
boils down to the question of how arguments are recategorized
when they appear inside a complex predicate. Assuming that sub-
categorization is not dealt with in the f-structure, but only in the
semantics, let us consider how a very simple glue semantic account
might fare. A standard glue treatment of verbal meaning might as-
sume the following meaning constructor for likh ‘write’ (assuming
a very simple event semantics, making use of an event variable

19That is, following the Dalrymple et al. quote provided, I assume that the only
important property of PRED features is their unique instantiation, which serves
to distinguish any two f-structures that have PRED features; the value itself is
unimportant. Thus it does not matter that the PRED value in (19) does not reflect
the meaning of the complex verb (since the value is ‘write’ but the meaning of
the full predicate is ‘let write’). This was relevant only in pre-glue LFG, but is
superfluous in LFG+glue, since semantic content is represented separately from
the f-structure. What function PRED values do serve in LFG+glue is a matter for
debate; see Andrews (2008) for discussion.
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but ignoring temporal variables usually assumed in more elaborate
treatments of event semantics in glue, e.g. Fry 2005, Haug 2008,
Lowe 2015):

(22) λy.λx .λe.write(e)∧ agent(e, x)∧ theme(e, y) : (↑ obj)σ ⊸
(↑ subj)σ ⊸ (↑σ ev)⊸ ↑σ
Meaning constructors such as this render subcategorization in

the f-structure, and thereby also completeness and coherence as
f-structure well-formedness constraints, superfluous, since the glue
expression ensures that only a subj and an obj, and no other
feature, can and must appear as governable grammatical functions
in the f-structure headed by the verb, else an incoherent seman-
tics would result. But what this meaning constructor also does is
effectively tie the agent of the event of writing to the grammat-
ical function subj, and the theme of the event of writing to the
grammatical function obj. This is fine for the simplex verb, but
when embedded under a complex predicate the subj should not
be the agent of the event of writing: it will either have no the-
matic relation to the event of writing, or a relation of ‘permit-
ter’, depending on how we choose to model the semantics of the
light verb.
Asudeh and Giorgolo (2012) and Asudeh et al. (2014), in their

glue-based approach to argument structure and valency alternations,
propose meaning constructors of slightly different form from the sort
in (22), but the basic problem is the same. In their approach, f-
structural grammatical functions such as subj and obj are linked with
s-structure features labelled arg1, arg2, etc., via f-descriptions in the
lexical entries of verbs.20 So, the equation in the third line of the lex-
ical entry in (23) identifies the semantic structure projected from the
verb’s subj with an s-structure labelled arg1 in the s-structure pro-
jected from the verb’s f-structure. Then, the glue expressions in the
meaning constructor for the verb make reference to the s-structure
features arg1, etc., and do not make direct reference to grammatical
functions like subj.

20S-structure features ARG1 etc. are not related to the f-structure ARGx features
discussed in §2.
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(23) ‘write’ V
(↑ pred) = ‘write’
(↑ subj)σ = (↑σ arg1)
(↑ obj)σ = (↑σ arg2)
λy.λx .λe.write(e)∧ agent(e, x)∧ theme(e, y) :
(↑σ arg2)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

Nevertheless, from the current perspective, it remains the case
that e.g. arg1 in the meaning constructor in (23) is tied to the agent
of the act of writing (y on the meaning side), and by the equation
(↑ subj)σ = (↑σ arg1) this is tied to the grammatical function subj.
The problem remains also in Findlay’s (2014) fusion of Asudeh

and Giorgolo’s (2012) proposals with Kibort’s (2001; 2004; 2006;
2007; 2008) model of argument structure (briefly detailed in Asudeh
et al. 2014, 75–77), even though Findlay’s model provides for greater
flexibility in the association between grammatical functions and
s-structure argx features. In Findlay’s model, the equation (↑ subj)σ
= (↑σ arg1) in (23) would be replaced by the following equation
(adopting the notation of Asudeh et al. 2014, 76 and omitting the use
of templates):
(24) {(↑ {subj | oblθ})σ = (↑σ arg1) | (↑σ arg1)σ−1 = ;}
This in principle permits the s-structure feature arg1, and thereby

the agent of the event of writing, to be associated with either the gram-
matical function subj, or oblθ (e.g. in the passive), or indeed with
no grammatical function (if, for example, the agent were unrealized
syntactically). But the possibilities of complex predicates go beyond
what is generally admitted for argument structure alternations in this
(or any) argument structure model, at least with respect to simplex
predicates. In the case of the complex predicate in (2), for example,
the agent of the event of writing must be associated with the gram-
matical function objθ , which is not possible in the Findlay/Asudeh
et al. model.21
Whichever approach one takes to the representation of the mean-

ing of predicates (e.g. whether along the lines of (22) or (23)), the
21The problem is that, as mentioned already, in traditional argument structure

terms the agent of ‘write’ is ‘[−O]’, but when embedded under the light verb it
must be realized as ‘[+O]’.
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solution to the problem at hand is in fact readily available in the glue
system, and relatively simple to implement. The present exposition
adopts the model of Asudeh and Giorgolo (2012).22 Findlay’s (2014)
augmentations of Asudeh and Giorgolo’s model are not crucial to the
point at hand, so they are not utilized in this section, in order to sim-
plify the discussion.
There is no need to change any of the basic assumptions regarding

ordinary verbs like ‘write’. That is, the lexical entry for ‘write’ will
include the information in (23), just as under the proposals of Asudeh
and Giorgolo (2012). As stated, the information in this lexical entry
means that the f-structure subj of a clause headed by ‘write’ will be
associated with the arg1 feature at s-structure, and thereby with the
agent of the writing event in the meaning representation. Now let us
assume that the Urdu light verb de ‘let’ has a lexical entry such as the
following:23

(25) ‘let’ V
(↑ permissive) = +
(↑ subj)σ = (↑σ arg1)
(↑ objθ )σ = (↑σ arg3)
λP.λy.λx .λe.let(x , y, P(y, e)) :
[(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ]⊸
(↑σ arg1)⊸ (↑σ arg3)⊸ (↑σ ev)⊸ ↑σ
λP.λy.λx .λe.P(x , y, e) :
[(↑σ arg1)⊸ (↑σ arg3)⊸ (↑σ ev)⊸ ↑σ]⊸
(↑σ arg3)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

Consider first only the f-descriptions in the third and fourth lines
and the first meaning constructor. According to the f-descriptions,
the light verb requires that the f-structure for its clause contain
both a subj and an objθ argument, associated with the s-structure
features arg1 and arg3 respectively. This essentially corresponds
to the subcategorization for [−o] agent and [+r] goal argu-

22See (30) for the demonstration that the proposal would also work under a
more standard treatment of glue expressions (i.e. using (↑ SUBJ)σ etc. rather than
(↑σ ARG1)).

23 I follow Butt (1998) in assuming that this verb does not introduce a new
event variable, but the point is not crucial.
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ments in (4) (merely with the argument structure mapping process
resolved for the example under discussion). When combined with
an ordinary transitive (or indeed intransitive) verb the specifica-
tion (↑ subj)σ = (↑σ arg1) merely replicates that of the lexical
verb, but the specification (↑ objθ )σ = (↑σ arg3) specification is
new. The first meaning constructor also introduces a new entity
variable into the meaning representation, referring to the permit-
ter. By default, one would expect that if a word introduces a new
grammatical function, and also introduces a new variable in the se-
mantics corresponding to a grammatical function, then the mean-
ing constructor introducing that variable will link it with the gram-
matical function via the semantic structure referred to in the cor-
responding glue term. This is what the first meaning constructor
does: it associates the objθ , via arg3, with the ‘permitter’ role,
and leaves the subj function associated, via arg1 with an argu-
ment of the embedded predicate. That is, if we combine the mean-
ing of ‘write’ from (23) with the first meaning constructor in (25),
we get:

(26) λz.λy.λx .λe.let(x , y, [write(e)∧ agent(e, y)∧ theme(e, z)]) :
(↑σ arg2)⊸ (↑σ arg1)⊸ (↑σ arg3)⊸ (↑σ ev)⊸ ↑σ
This may be what by default we should expect, but as it is, it does

not work: the subject of the complex predicate should be the permit-
ter, not the agent of the event permitted, and the objθ should be the
agent of the event permitted, not the permitter. That is, the glue term
(↑σ arg1) in (26) is linked with y, the agent of the event of writing,
while the term (↑σ arg3) in (26) is associated with x , the ‘permit-
ter’. But since arg1 is linked with subj, and arg3 with objθ , this
means that, given the sentence in (2), with f-structure as in (19)=(27),
Saddaf would be the permitter and Anjum the writer.

(27)


pred ‘write’
permissive +

subj
�
pred ‘Anjum’

�
objgoal

�
pred ‘Saddaf’

�
obj

�
pred ‘note’
�


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This is where the second meaning constructor comes in. This
makes no contribution to the meaning: it has an identity function
on the meaning side. On the glue side, however, it takes an or-
dered set of glue premises and returns the same set in a dif-
ferent order. This reordering functions to effectively swap the
associations between the glue terms (↑σ arg1) and (↑σ arg3)
and the entity variables in the meaning representation, such that
(↑σ arg1) is now linked with x , and (↑σ arg3) with y. arg1 is
still linked with subj, and arg3 with objθ , since these speci-
fications cannot be changed, once made (in some sense, there-
fore, preserving the principle of Direct Syntactic Encoding). But
we now have the correct associations between grammatical func-
tions and thematic roles: subj is linked to the permitter, and objθ
to the writer. That is, if we compose the meaning constructor in
(26) with the second meaning constructor in (25), the result is as
shown in (28).
(28) λz.λy.λx .λe.let(x , y, [write(e)∧ agent(e, y)∧ theme(e, z)]) :

(↑σ arg2)⊸ (↑σ arg3)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ
The meaning constructor in (28) differs from that in (26) only in

that the glue terms (↑σ arg1) and (↑σ arg3) are reordered. Crucially,
this means that (↑σ arg1) is now associated with x on the meaning
side, and (↑σ arg3) with y, rather than the other way around. x rep-
resents the ‘permitter’; by the f-descriptions in the lexical entries for
both ‘write’ and ‘let’, (↑σ arg1) is projected from (↑ subj); there-
fore, the subj is now associated with the ‘permitter’, as it should be.
Likewise, (↑σ arg3) is projected from (↑ objθ ), so this is associated
with y, the agent of ‘write’.
In this exposition I have treated the light verb ‘let’ as intro-

ducing two separate meaning constructors, but I do this purely for
expository purposes: it is of course simpler to treat them as a sin-
gle meaning constructor, which serves both to introduce the rele-
vant meaning for the light verb, and to reorder the glue terms in
such a way as to produce the correct associations between grammat-
ical functions and semantic roles. That is, the lexical entry for ‘let’
given in (25) can be simplified by composing the two glue terms
into one:
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(29) ‘let’ V
(↑ permissive) = +
(↑ subj)σ = (↑σ arg1)
(↑ objθ )σ = (↑σ arg3)
λP.λy.λx .λe.let(x , y, P(y, e)) :
[(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ]⊸
(↑σ arg3)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

According to the present proposal, the meaning constructor in-
troduced by the light verb in the lexicon serves to control and con-
strain what is traditionally understood as ‘argument fusion’, in a
rather more formally explicit way than is found in any other LFG
literature. To summarize, the ‘argument structure’ associations be-
tween grammatical functions and s-structure argx features, as spec-
ified in the lexical entries of lexical verbs by f-descriptions such as
(↑ subj)σ = (↑σ arg1), are not altered in any way by the light verb,
because once they have been specified it is impossible to change
them. But what the light verb can do is introduce new arguments,
and new ‘argument structure’ associations between grammatical func-
tions and s-structures features, and, crucially, it can reassociate the
grammatical function – s-structure feature pairs with different se-
mantic arguments in the meaning representation, which suffices
to account for the usually rather mysterious process of ‘argument
fusion’.
The present proposal differs very clearly from the standard link-

ing/XLE accounts, not only in its integration of a semantic representa-
tion, but also in its assumptions regarding the contribution of the light
verb. Under the present proposal, the light verb does not introduce a
new subj argument, and does not cause the subj of the embedded
predicate to be demoted to objθ , as in linking/XLE approaches.24

24According to the presentation in this section, the light verb does specify
the existence of a SUBJ argument via the equation (↑ SUBJ)σ = (↑σ ARG1) in the
lexical entry, but as mentioned this is not a new contribution since it is already
specified by the lexical verb. At least for the examples discussed in this paper,
the fact that it is already specified by the lexical verb means that it is superfluous
in the lexical entry for the light verb. It could perhaps, therefore, be removed,
but I leave it in since there may potentially be contexts in which its presence is
necessary.
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Rather, it introduces a new objθ argument (=arg3), and then as-
sociates that objθ with the embedded agent.25 At the same time it
co-opts the subj argument introduced by the lexical verb, and asso-
ciates it with the new semantic role that its meaning introduces (i.e.
in the example under discussion, the ‘permitter’).26
An empirically important difference between the present pro-

posal and approaches that make use of the restriction operator is
that under the present proposal the ‘subject’ of the embedded pred-
icate, i.e. the permittee of permissive ‘let’ or the causee of a causative
predicate, is not in fact a subject at any level of representation.
This aligns with the Romance evidence discussed by Alsina (1996,
213–217) and Andrews (2007), where it is very clear that causees
of causative complex predicates are not subjects, since only sub-
jects can launch floating quantifiers, while causees are unable to
do this. In a restriction-based approach the ‘subject’ of the embed-
ded verb is still a subject at f-structure, merely not in the ‘full’
f-structure for the clause, so this constraint does not fall out so nat-
urally.

25Or, more precisely, it associates it with the semantic role that is associated
with SUBJ in the meaning constructor of the lexical verb, since this need not be
an agent, of course.

26A more subtle difference between the present proposal and the linking ap-
proach, at least, is that the present proposal depends on the combinatory pos-
sibilities being stipulated in the lexical entries of the light verbs. For exam-
ple, the additional argument introduced by ‘let’ in (29) is necessarily an OBJθ ,
such that this is the only possible grammatical function for the subject of the
embedded predicate. As pointed out by an anonymous reviewer, in some re-
spects the lack of formalization, and the resulting lack of constraints on argu-
ment fusion, in the linking approach could be considered advantageous; for ex-
ample, Alsina and Joshi (1991) utilise the potential for variability in linking
to account for differential case marking phenomena. In principle, of course, a
fully formalized account with the same empirical coverage is to be preferred,
and it does not seem in principle problematic to introduce optionality into
the lexical entries of light verbs where necessary to simulate the variability
that the linking approach affords. Further investigation is required to deter-
mine precisely what degree of freedom in linking is desired, and how well this
could be formalized in the present approach. In this regard, a reviewer sug-
gests that it may prove beneficial to introduce a more complex event struc-
ture representation into the semantics, e.g. as proposed by Butt and Ramchand
(2005).
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The proposal made here works just as well under a more tradi-
tional approach to verbal meaning constructors, i.e. that exemplified
in (22). Under such an approach, the lexical entry for de ‘let’ would be:

(30) ‘let’ V
(↑ permissive) = +
λP.λy.λx .λe.let(x , y, P(y, e)) :
[(↑ subj)σ ⊸ (↑σ ev)⊸ ↑σ]⊸
(↑ objθ )σ ⊸ (↑ subj)σ ⊸ (↑σ ev)⊸ ↑σ

The meaning constructor in (30) introduces a new entity vari-
able on the meaning side, representing the permitter, and by the or-
der of the glue terms on the glue side this variable is associated with
the semantic structure (↑ subj)σ. The variable that was associated
with (↑ subj)σ by the embedded predication becomes associated with
(↑ objθ )σ. Note also that it would be trivial to rework this proposal
within the ‘First Order’ glue of Kokkonidis (2008), or the propositional
glue of Andrews (2010).

4 extending the analysis

In this section, I show that the present proposal works unproblemati-
cally for the most complicated complex predicates treated in the link-
ing/XLE literature, and in addition that it is able even to go beyond
these approaches in dealing easily with phenomena that they cannot
capture. I also discuss one formal drawback of the present proposal,
which however does not affect the account of argument fusion and
does not make the analysis any less adequate than the standard LFG
analyses of other much less problematic phenomena.
To begin with, the present proposal has no difficulty in dealing

with recursively embedded complex predicates, as found e.g. in Urdu.
Butt et al. (2010) provide the following example of a nominal predicate
quadruply embedded in a complex predicate, with the ‘linking’ style
argument structure shown in (32); this is the most complex complex
predicate I am aware of having been treated in the literature.27

27Following Butt (2014), I make a minor change to the ±O/R features in (32)
compared with those assumed by Butt et al. (2010). The change is not crucial.

[ 436 ]



Complex predicates: an LFG+glue analysis

(31) taaraa-ne
Tara-erg

amu-ko
Amu-dat

(bacce-se)
child.obl-instr

haathii
elephant.m.sg.nom

pinc
pinch

kar-vaa
do-caus

le-ne
take-inf.obl

dii-yaa
give-perf.m.sg
‘Tara let Amu have the elephant pinched (by the child)
(completely).’

(32) ‘let’ 〈 ag go ‘take’ 〈 ag caus 〈 ag pat ‘do’ 〈 ag ‘pinch’ 〈 ag th 〉〉〉〉〉
[−o] [+o] ([−o]) [−r]
subj objθ oblθ obj

The core element of this verb form is a Noun-Verb complex pred-
icate consisting of the predicate noun pinc ‘pinch’, and the light verb
kar ‘do’. This is embedded under a causative predicate, which is real-
ized morphologically on the light verb kar (but which has scope over
the whole Noun-Verb predicate). This is further embedded under the
‘completive’ aspectual light verb le (the lexical meaning of which is
‘take’). Finally, this four-part predicate is embedded under the per-
missive light verb de ‘let’, which we saw in (2). I assume the following
lexical entries for the verb forms and morphemes involved, with the
permissive unchanged from (29).28

(33) ‘pinch’ N
(↑ subj)σ = (↑σ arg1)
(↑ obj)σ = (↑σ arg2)

λy.λx .λe.pinch(e)∧ agent(e, x)∧ patient(e, y) :
(↑σ arg2)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

28 It is not particularly important for the present purposes precisely how one
divides the meaning of the Noun-Verb complex predicate ‘do a pinch’ between
the N and the V, i.e. between (33) and (34). The analysis assumed here associates
the whole meaning of the Noun-Verb complex with the noun, which corresponds
most closely with what Butt et al. (2010) assume in their linking-based presen-
tation. The XLE analysis would be somewhat different, however, with ‘pinch’ in-
troducing only an object(/patient) argument, and the subject(/agent) argument
being introduced only by the light verb kar ‘do’.
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(34) ‘do’ V
(↑ subj)σ = (↑σ arg1)
λP.λx .λe.P(x , e) :
[(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ]⊸
(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

(35) cause (↑ subj)σ = (↑σ arg1)
(↑ oblθ )σ = (↑σ arg4)
(↑ cause) = +
λP.λy.λx .λe.cause(x , y, P(y, e)) :
[(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ]⊸
(↑σ arg4)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

(36) ‘take’ V
(↑ subj)σ = (↑σ arg1)
(↑ completive) = +
λP.λx .λe.completely(P(x , e)) :
[(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ]⊸
(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

(37) ‘let’ V
(↑ subj)σ = (↑σ arg1)
(↑ obj)σ = (↑σ arg3)
(↑ permissive) = +
λP.λy.λx .λe.let(x , y, P(y, e)) :
[(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ]⊸
(↑σ arg3)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

Essentially, the causative predicate associates arg4 with the
agent of the pinching, and reassociates arg1 with the causer. The
permissive reassociates the causer with arg3, and arg1 with the per-
mitter. Composing all the relevant meanings together will produce
the meaning constructor in (38); the glue proof for this derivation is
shown in Figure 1 on p. 454.
(38) λz.λy.λx .λw.λe.let(w, x , completely(cause(x , y, (pinch(e)∧

agent(e, y)∧ patient(e, z))))) : (↑σ arg2)⊸ (↑σ arg4)⊸ (↑σ
arg3)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ
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The s-structure feature arg1 is linked to subj, meaning that the
subj is understood as the permitter; arg2 is linked to obj, meaning
that obj is understood as the patient of the pinching event; arg3 is
linked to objθ , meaning that objθ is understood as the causer of the
pinching event; arg4 is linked to oblθ , meaning that oblθ is under-
stood as the agent of the pinching event. So, the f-structure for (31)
will be as in (39) which, in association with the meaning constructor
in (38), will result in the correct interpretation.

(39) 

pred ‘pinch’
cause +

permissive +

completive +

subj
�
pred ‘Tara’
�

obj
�
pred ‘elephant’

�
objθ

�
pred ‘Amu’
�

oblθ
�
pred ‘child’
�


The present proposal is thus able to deal with even very complex

complex predicates; there is no reason why it should not be able to
deal with essentially the same range of phenomena that can be dealt
with under the linking and XLE approaches. There is, however, one re-
spect in which the present proposal may be at a disadvantage relative
to the traditional approaches, and which is relevant to the analysis
of (31). The monoclausality assumed for the f-structure in §3 has one
unfortunate consequence: there are no necessary constraints on the
order of composition of predicates. That is, while the desired mean-
ing (in (38)) can be correctly derived from the premises (as shown in
Figure 1), it is also possible to derive a number of incorrect interpre-
tations, by applying the light verbs’ meaning constructors in different
orders. Essentially, this is a problem of scope. The advantage of the
multiclausal analysis obtained by using the restriction operator is that
the order of embedding of the predicates can be constrained. The XLE
analysis of Urdu complex predicates implies that the order of embed-
ding must reflect the tree structure (though at least with unembedded
complex predicates, there is no necessary subordination of the ma-
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trix verb under the light verb, or vice versa, in c-structure terms). The
same is true of Romance complex predicates, as discussed by Alsina
(1997) and e.g. Andrews (2007). That is, for example, each recursively
embedded complex predicate will form a subconstituent of the larger
verbal constituent. Under the linking/XLE approaches, this will result
in an f-structure semantic form that shows the correct embedding. Un-
der the present proposal there is no embedding in semantic forms, and
there is no immediately available means of enforcing the correct order
of embedding in the semantics. However, there are two main reasons
why this apparent disadvantage of the present approach is not fatal.
To begin with, although the linking/XLE approaches are capable

of obtaining the correct order of embedding in the f-structure seman-
tic form, it is not at all obvious that they could easily achieve the same
in a glue-based semantic representation, if they were augmented with
such. That is, the problem with the present proposal is no more a prob-
lem than it is for the traditional accounts, if only the semantics is con-
sidered (and part of the present proposal is that only the semantics is
relevant, since there is no predicate composition in f-structure). Any
proposal that assumes a monoclausal f-structure (such as Butt 1995
and Alsina 1996) would be unable to account for the order of compo-
sition in glue. A restriction-based account seems less problematic, be-
cause there are distinct f-structures for each level of embedding, but re-
striction leaves these distinct f-structures essentially dissociated. This
means that there would be no easy way for the meaning constructor of
the light verb to refer to the (s-structure projected from the) f-structure
associated with the predicate embedded under it.29 The only way to
constrain the glue composition effectively by reference to f-structure
is to assume an embedded f-structural representation, as proposed by
Andrews andManning (1999) and as exemplified in (14). However, no
standard LFG analysis assumes this, and as discussed above it rather
undermines the basic intuition of monoclausality.
Secondly, the difficulty with constraining semantic scope when

the f-structure is flat is not unique to complex predicates. As discussed
29So it is not clear that a restriction-based account is even compatible with

a glue-based semantic analysis. The problem may possibly be resolvable if the
f-descriptions in the c-structure specified that the s-structures projected from the
dissociated f-structures be embedded one inside the other, but the details of this
remain to be explored.
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e.g. by Andrews and Manning (1999), it is a long-term problem in the
analysis of recursive modification. Recursive modification involving
one or more intensional adjectives must be interpreted semantically
with respect to the linear / hierarchical order, e.g.:

(40) a. The former trustworthy chairman.
b. The trustworthy former chairman.

In LFG, the adjunct set in which such modifiers appear at
f-structure is flat, such that there is no way for the interpretative con-
straint to be enforced in the semantics. This is already a problem for
LFG, then, and whatever solution may be proposed can be easily ex-
tended to the analysis of complex predicates, such that this should not
be considered a fatal flaw of the present proposal.30
This difficulty aside, there is one important respect in which the

present proposal is descriptively superior to the linking and XLE ap-
proaches. Butt et al. (2010) note that the oblθ in sentences like (31)
is optional, and should perhaps be treated as an adjunct, but that
this is not done in their linking analysis because “argument suppres-
sion with respect to argument merger as part of complex predica-
tion is not predicted within Linking Theory.” That is, the linking ap-
proach to complex predicates has no way to deal with the optional-
ity of arguments. This is also impossible within XLE, since there is
no way to remove an argument from the subcategorization list of a
predicate.

30Besides the proposal of Andrews and Manning (1999), another proposed
solution is under development by Andrews (2015). Both of these involve rather
severe changes to the traditional LFG view of f-structure. Note that neither f-
precedence, nor the notion of linear precedence discussed by Asudeh (2009),
can handle the complex predicate data, since the crucial relation is c-structure
hierarchy, and not necessarily linearity. In XLE, surface scope and surface ad-
junct scope can be captured at f-structure using the notations <s / >s and
∈<h<s / ∈<h>s respectively, but it is not immediately obvious how this
information could be utilized formally to constrain a glue derivation. Per-
haps the simplest alternative is simply to state a constraint to the effect that
semantic composition should mirror the c-structure, equivalent to the con-
straint placed on predicate composition by Alsina (1997, 237–238), though
it must be admitted that such a solution is rather informal, and not easily
formalized.
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Under the present proposal, optionality of arguments would be
unproblematic. Butt et al. (2010) suggest a possible adjunct analy-
sis for the optional element, presumably because this is the default
interpretation for an optional phrase. However, work by Needham
and Toivonen (2011), Christie (2013), and Toivonen (2013) show
that the argument-adjunct distinction is not absolute, and that op-
tionality may also be a feature of some arguments. At least for the
present purposes, given that the standard approaches to complex
predicates in LFG assume that the element in question is an argu-
ment, an analysis as an optional argument seems preferable to an
analysis as an adjunct. Asudeh and Giorgolo (2012) and Asudeh
et al. (2014) formalize a semantics-based account of optional ar-
guments of simplex predicates, and this can easily be transferred
to the present analysis. Specifically, the optional argument is the
causee of the (morphological) cause predicate. Cf. the following
example, based on the relevant portion of the complex predicate
in (31).

(41) amu-ne
Amu-erg

(bacce-se)
child.obl-instr

haathii
elephant.m.sg.nom

pinc
pinch

kar-vaa-yaa
do-caus-perf.m.sg
‘Amu had the elephant pinched (by the child).’

Instead of the lexical contribution in (35) for the causative ele-
ment, we can assume the contribution in (42). I slightly update Asudeh
and Giorgolo’s representations based on Findlay (2014) and Asudeh
et al. (2014), but treat the variability in grammatical function assign-
ment as already resolved, since it is not relevant to the point at hand
and would only complicate the discussion.31

31That is, in the first line of (42) I assume {(↑ SUBJ)σ= (↑σARG1) | (↑σARG1)σ−1

= ;} rather than Asudeh et al.’s {(↑ { SUBJ | OBLθ })σ = (↑σARG1) | (↑σARG1)σ−1

= ;}, and make the equivalent simplification in the second line. Since processes
such as passivization, etc., are not at issue here, the option of either SUBJ or OBLθ
in the first line will necessarily resolve to SUBJ, and the same option in the second
line will necessarily resolve to OBLθ , in accordance with Kibort’s (2007) Mapping
Principle, so it is simpler here to ignore the optionality.
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(42) cause {(↑ subj)σ = (↑σ arg1) | (↑σ arg1)σ−1 = ;}
{(↑ oblθ )σ = (↑σ arg4) | (↑σ arg4)σ−1 = ;}
λP.λy.λx .λe.cause(x , y, P(y, e)) :
[(↑σ arg1)⊸ (↑σ ev)⊸ ↑σ]⊸
(↑σ arg4)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ
(λP.∃x .P(x) : ((↑σ arg4)⊸ ↑σ)⊸ ↑σ)

The f-descriptions in the first two lines of the lexical entry intro-
duce the two arguments of the cause predicate. The first line states
that either there will be an f-structure subj which projects to the se-
mantic structure arg1, or else there is nothing in the f-structure which
projects to arg1. Likewise, the second line states that either there will
be an f-structure oblθ which projects to the semantic structure arg4,
or else there is nothing in the f-structure which projects to arg4. In the
present context there is nothing to license the absence of a subj from
the f-structure. However, the rest of the lexical entry does license the
absence of the oblθ argument from the f-structure. The first meaning
constructor is unchanged from (35): it introduces a new entity vari-
able, the ‘causer’, and rearranges the associations between s-structure
argx features and variables, such that arg1 will be associated with
the causer and arg4 with the causee.
The crucial element is the second meaning constructor in (42).

This optional meaning constructor existentially quantifies the variable
associated with arg4. If, then, the oblθ argument is absent from the
f-structure, i.e. if no causee is explicitly realized in the syntax, this
meaning constructor can apply to quantify the variable that would
otherwise be left hanging. If the causee is explicitly realized in the
syntax, appearing as oblθ at f-structure, then this will serve to quan-
tify the variable associated with arg4, and the optional meaning con-
structor in (42) will not be required. That is, there are two possible
f-structures for the example in (41), depending on whether or not the
causee is omitted:
(43) 

pred ‘pinch’
cause +

subj
�
pred ‘Amu’
�

obj
�
pred ‘elephant’

�
oblθ
�
pred ‘child’
�


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(44)

pred ‘pinch’
cause +

subj
�
pred ‘Amu’
�

obj
�
pred ‘elephant’

�


Assuming the simplified noun meanings in (45), and assuming
the simplified ‘finiteness’ meaning constructor in (46) to quantify
the event variable, the resulting meaning constructors for (43) and
(44) will be as in (47) and (48) respectively. The glue proofs for these
derivations appear in Figures 2 and 3 respectively, on pp. 455 and 456.
(45) a. Amu :↑σ

b. elephant :↑σ
c. child :↑σ

(46) λP.∃e.P(e) : ((↑σ ev)⊸ ↑σ)⊸ ↑σ
(47) ∃e.cause(Amu, child, (pinch(e)∧ agent(e, child)∧

patient(e, elephant))) :↑σ
(48) ∃e.∃y.cause(Amu, y, (pinch(e)∧ agent(e, y)∧

patient(e, elephant))) :↑σ
In this way, the present proposal for dealing with complex pred-

icates can easily handle the optionality of arguments, in a way that
neither the linking approach nor the XLE approach can.

5 comparison with previous
glue approaches

There exist a few previous treatments of complex predicate formation
within LFG that make significant reference to semantics, though there
are none within the current standard ‘new’ glue approach, and none
that have been widely adopted. In this section, I briefly discuss each
approach, and provide comparisons with my own proposals.
The earliest proposal was made by Kaplan and Wedekind (1993).

They do not explicitly make use of glue, but Dalrymple et al. (1993a)
briefly illustrate how their proposal would be represented in glue. As
mentioned in §2, Kaplan and Wedekind (1993) introduced the restric-
tion operator into LFG, and into the analysis of complex predicates.
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They assume that the lexical entry of a verb like Urdu likh ‘write’ con-
tains the following default specifications:
(49) a. (σ ↑ arg1) = σ(↑ subj)

b. (σ ↑ arg2) = σ(↑ obj)
Difference of notation aside, this is identical to the third and

fourth lines of (23). Kaplan and Wedekind (1993) further assume that
a lexical redundancy rule exists that can systematically modify these
specifications for any ordinary verb, such that they become:
(50) a. (σ [↑ \subj] arg1) = σ(↑ obj2)

b. (σ [↑ \subj] arg2) = σ(↑ obj)
As described by Dalrymple et al. (1993a, 16), this means that the

meaning for likh ‘write’ will be as in (51) (using the original glue
notation). This will combine with the meaning for the permissive
light verb, de ‘let’, which is shown in (52). The ‘new glue’ (Dalrym-
ple et al. 1999) versions of (51) and (52) are shown in (53) and (54)
respectively.
(51) (↑ \subj)σ ⇝ write(X , Y )

where X is the meaning of the obj2, and Y is the meaning of
the obj.

(52) ↑σ⇝ permit(X , Y )
where X is the meaning of the subj, and Y is the meaning of
↑ \subj.

(53) λy.λx .write(x , y) : (↑ obj)σ ⊸ (↑ objθ )σ ⊸ (↑ \subj)σ
(54) λP.λx .permit(x , P) : (↑ \subj)σ ⊸ (↑ subj)σ ⊸ ↑σ
As discussed in §2, it may be preferable to avoid the use of the

restriction operator in any case, but this is particularly true when
one starts using it to refer to semantic structures projected from
f-structures. But the most serious problem with the proposal of Ka-
plan and Wedekind (1993), which was noted by e.g. Dalrymple et al.
(1993a), Butt (1994), Andrews and Manning (1999), and Butt et al.
(2003), is that it assumes a fundamentally lexical approach to com-
plex predicate formation and argument fusion. Specifically, the op-
eration that serves to reassign the arg1 of ‘write’ to obj2 (=objθ )
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applies in the lexicon. As pointed out by Dalrymple et al. (1993a, 16),
Kaplan and Wedekind’s proposal predicts that any ordinary lexical
verb can combine with only a finite number of light verbs, and entails
a considerable amount of lexical duplication: there must exist sepa-
rate lexical entries for a verb that combines with one light verb, with
two light verbs, etc., and for light verbs that appear as the only light
verb in a sentence, or with one other light verb in the sentence, etc.
To the extent that Kaplan and Wedekind’s semantic proposals can be
converted to apply within the framework of Butt et al. (2003), who
show that the restriction operator can be used to permit predicate
composition in the syntax, they would unavoidably be affected by
the problems with the linking and (especially) XLE approaches de-
scribed in §2.
An alternative proposal is made by Dalrymple et al. (1993a), fol-

lowed by Zaenen and Dalrymple (1995, 1996). Their proposals are
formalized in the original glue representation.32 Their proposal is that
the links, or mapping, between the syntactic arguments and semantic
roles of verbs are not defined in the lexical entries of those verbs, but
are derived from independent ‘mapping rules’, which are universally
available in the analysis of any clause. For example, they propose the
following mapping rule (p. 8), which can apply to any clause con-
taining a simple transitive verb selecting for an agent and a theme
argument:

(55) !(∀ f , X , Y.(( f subj)σ⇝ X )⊗ (( f obj)σ⇝ Y )⊸
agent(( f pred)σ, X )⊗ theme(( f pred)σ, Y ))

They explain this rule as follows:

This rule associates subjects with agents, and objects with
themes. It states that for all f-structures f , if the subj of f
is X and the obj of f is Y , we can conclude that X is the
f-structure’s pred’s agent, and Y is the f-structure’s pred’s
theme. (p. 8)

32The original glue representation was introduced by Dalrymple et al.
(1993b); Dalrymple et al. (1996) replaced this with a formally simpler system, the
first to gain wide currency; the current ‘new’ glue representation was introduced
by Dalrymple et al. (1999).
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When it comes to complex predicates, there is no alteration or
manipulation of the mappings between grammatical functions and se-
mantic roles (since these are not defined in the lexicon). A lexical verb
introduces one or more grammatical functions and one or more seman-
tic roles, and a light verb can also introduce a grammatical function
and a semantic role. Then the correct mapping rule is selected that
can match up all the pairs in the clausal f-structure, both those intro-
duced by the lexical verb and those introduced by the light verb. For
example, Dalrymple et al. propose the following mapping rule for a
sentence with a permissive light verb and a lexical verb with agent
and theme:
(56) !(∀ f , X , Y, Z .(( f subj)σ⇝ X )⊗ (( f obj)σ⇝

Y )⊗ (( f obj2)σ⇝ Z)⊸ permitter(( f pred)σ, X )⊗
agent(( f pred)σ, Z)⊗ theme(( f pred)σ, Y ))

It is not possible to directly convert this proposal into the ‘new’
glue representation, because the mapping rules proposed mix the
meaning language and linear implication in a way that is no longer
possible. However, the spirit of the proposal can be implemented. Au-
thors such as Asudeh et al. (2008, 2013, 2014), Haug (2008) and Lowe
(2015) assume that the meaning of verbs can be broken down into a
basic verbal meaning and a semantic role or argument structure tem-
plate. So, for the Urdu verb likh ‘write’, in place of the lexical entry
with a single meaning constructor (23), we can assume a lexical entry
such as the following:
(57) ‘write’ V

(↑ pred) = ‘write’
λe.write(e) : (↑σ ev)⊸ ↑σ
(↑ subj)σ = (↑σ arg1)
(↑ obj)σ = (↑σ arg2)
λP.λy.λx .λe.P(e)∧ agent(e, x)∧ theme(e, y) :
[(↑σ ev)⊸ ↑σ]⊸
(↑σ arg2)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ

The advantage of this is that it raises the possibility of generaliz-
ing over both the syntactic and semantic aspects of argument structure
patterns using templates (Dalrymple et al. 2004; Asudeh et al. 2008,
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2013). For the present purposes, however, the relevant point is that
the second meaning constructor in (57) contains the associations be-
tween semantic roles and grammatical functions (via s-structure fea-
tures), which is the component of sentential meaning that Dalrymple
et al. (1993a) propose is not a part of lexical entries, but universally
available. So, if we were to convert Dalrymple et al.’s proposal into
a format that conforms with the proposals of Asudeh and Giorgolo
(2012) in ‘new’ glue, we would require the following lexical entry for
likh ‘write’:

(58) ‘write’ V
(↑ pred) = ‘write’
λe.write(e) : (↑σ ev)⊸ ↑σ
(↑ subj)σ = (↑σ arg1)
(↑ obj)σ = (↑σ arg2)

This requires that the verb appear in an f-structure with a subj
and an obj, and also requires that the subj and the obj project s-
structures arg1 and arg2 respectively. But it makes no statement
about how those grammatical functions, or those s-structure features,
relate to the semantically entailed participants of the event of writing.
This proposal would then require that the meaning constructor in (59)
be universally available in the analysis of any sentence, and that in the
analysis of a sentence containing the verb ‘write’ it be used to provide
the appropriate semantic relations for the verb based on the argx

features specified in the verb’s lexical entry.33

(59) λP.λy.λx .λe.P(e)∧ agent(e, x)∧ theme(e, y) : [(↑σ ev)⊸ ↑σ]⊸
(↑σ arg2)⊸ (↑σ arg1)⊸ (↑σ ev)⊸ ↑σ
The universally available meaning constructor that would be re-

quired in the case of a complex predicate such as that in (2) would be
as follows (i.e. in place of (56)):

(60) λP.λQ.λz.λy.λx .P(x , y, [Q(e)∧ agent(e, y)∧ theme(e, z)]) :
[(↑σ ev)⊸ ↑σ]⊸ (↑σ arg2)⊸ (↑σ arg4)⊸ (↑σ arg1)⊸
(↑σ ev)⊸ ↑σ

33 I.e. (59) replaces (55) in the original formulation.
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The meaning constructor in the lexical entry of the permissive
light verb de ‘let’ would then be:
(61) λP.λe.permit(P(e)) : [(↑σ ev)⊸ ↑σ]⊸ (↑σ ev)⊸ ↑σ
This is slightly different from the original proposal of Dalrymple

et al. (1993a), since for them verbs do contain specification of their
thematic roles in the lexicon, and it is merely the links between those
roles and grammatical functions that are specified by the mapping
rules. In new glue these cannot be separated without entirely losing
the link between semantic role and grammatical function. A full sepa-
ration would be possible within the proposals of Lowe (2014), where
the use of complex typed structures permits meaning constructors to
be effectively partitioned in two, but the resulting analysis for com-
plex predicates would be further from Dalrymple et al.’s original pro-
posals than the suggestion just made. So, in Lowe’s (2014) model, the
meaning constructor for a verb like ‘write’ would be as in (62), while
the meaning constructor that would be removed from the lexicon and
made universally available would be that in (63).
(62) λy.λx .λe.write(e)∧ agent(e, x)∧ theme(e, y) : (↑σ rel)〈e→e→e→t〉
(63) λP.λy.λx .λe.P(x , y, e) : (↑σ rel)〈e→e→e→t〉 ⊸ (↑σ arg2)〈e〉 ⊸

(↑σ arg1)〈e〉 ⊸ (↑σ ev)〈e〉 ⊸ ↑σ〈e〉
Whether in its original form, or in one way or another converted

to new glue, perhaps the main disadvantage of Dalrymple et al.’s
(1993a) proposal is that it requires a potentially large inventory of uni-
versally available meaning constructors to function as mapping tools,
all of which are available in any one derivation.34 So the first mapping
rule discussed above (55) associates subjects with agents and objects
with themes, but there must also be different meaning constructors
for every potential combination of grammatical functions and the-
matic roles, including for complex predicates, and in principle all are
available for any sentence (though only the correct one will work, of
course).
The mapping rules that Dalrymple et al. (1993a, 18) propose are

of a rather different nature from other meaning constructors: “Map-
34Besides the comments here, compare also the comments and criticism on

Dalrymple et al.’s proposals by Andrews and Manning (1999, 136–141).
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ping rules exist separate from the collections of formulas that con-
tain meanings of sentences.” That is, it would be necessary to assume
something additional in the grammar, alongside the standardly as-
sumed structures and projections, specifically in order to deal with
complex predicates. In fact, the ability to generalize mapping possi-
bilities across verbs is readily available by making use of templates to
encode generalizations across lexical entries, as shown by Asudeh and
Giorgolo (2012) and Asudeh et al. (2014).
A further problematic aspect of Dalrymple et al.’s proposal is that,

at least in the original formulation, these mapping rules necessarily
make use of the ‘of course’ operator !, since each one can be used
zero or more times in any derivation. Asudeh and Crouch (2002, 28)
and Asudeh (2012, 101) argue that ! can and should be kept out of
the linear logic fragment used in glue, in order to protect the resource
sensitivity of glue semantics. Whatever the formulation, it remains the
case that the mapping rules or meaning constructors concerned must
be allowed to apply as many times as necessary in any derivation,
weakening the resource sensitivity of the semantic model.
Having said all that, the proposal of Dalrymple et al. (1993a) does

appear to work: it is a fully formalized semantically integrated ac-
count of complex predicate formation that does not rely on manipu-
lable pred features and predicate composition in the f-structure, and
that does not depend on a nebulous concept of argument fusion. These
features are precisely what the present proposal aspires to.
Another early proposal for a semantic analysis of complex pred-

icates was made by Andrews and Manning (1999, 119–128). Their
proposal depends on a somewhat non-standard syntactic analysis of
complex predicates, and the approach in general has not been widely
adopted, even by the authors themselves; I will not therefore discuss
the proposals of Andrews and Manning (1999, 119–128) here, but fo-
cus on the more recent proposal of Andrews (2007). Andrews’ (2007)
proposal for a semantic analysis of complex predication is in some re-
spects the most similar existing account to the present proposal, but
it is formalized in a non-standard approach to glue, and to the LFG
projection architecture, developed by Andrews (2010). Like Dalrym-
ple et al. (1993a) and the present proposal, Andrews (2007) is con-
cerned with the question of argument fusion, and proposes the fol-
lowing meaning constructor for a causative light verb predicate:
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(64) λP.λy.λx .Cause(x , y, P(y)) : ((↑ ?obj)e → ↑p) → (↑ ?obj)e →
(↑ subj)e → ↑p

where (↑ subj)e and ↑p correspond to (↑ subj)σ and ↑σ respectively
in the more standard approach to the LFG architecture assumed here.
(↑ ?obj)e is essentially a place-holder for a more sophisticated state-
ment governing grammatical function alternations, since in the Ro-
mance phenomena that Andrews addresses, the causee may surface
as either a dative case objθ or an accusative case obj, depending
on whether the embedded predicate is transitive or intransitive, re-
spectively.35 Andrews (2007) does suggest how a more sophisticated
statement might be formulated, but the presentation is brief and the
proposal is not explained or exemplified in full. Altogether, the pro-
posal is hard to assess for this reason; it seems to be heading in a
similar direction to the present proposal, but the presentation is el-
liptical and, as stated, it is formalized in a non-standard approach to
semantics in LFG.
The most recent proposal regarding complex predicates in LFG

is made by Homola and Coler (2013). This proposal is in certain re-
spects reminiscent of that of Dalrymple et al. (1993a), but it is formally
rather different. Homola and Coler (2013) propose a radically new ap-
proach to the syntax-semantics interface in LFG, the details of which
are beyond the scope of the present discussion. They deal firstly with
the question of predicate composition, proposing a means of permit-
ting predicate composition in the f-structure without having to make
use of the restriction operator. Their proposal in this respect is essen-
tially parallel to Dalrymple et al.’s (1993a) proposal, but focused on
the f-structure rather than semantics. They propose to use equational
unification, a concept from logical programming, to model predicate
composition in f-structure. A set of ‘equational theories’ Ei constitute
a separate subcomponent of the grammar. Homola and Coler propose
the semantic forms in (65), and the equational theory in (66), to model
the predicate fusion of a causative predicate with an intransitive verb:
(65) a. cause〈 (↑ subj), f〈 (↑ obj)〉〉

b. laugh〈 (↑ subj)〉
35 In the present model, this alternation should fall out unproblematically with

the addition of the Findlay-Asudeh et al. (2014) argument structure proposals,
depending on precisely how the Mapping Principle is formulated.
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(66) E = {cause〈 (↑ subj), f〈 (↑ obj)〉〉 ≈ f〈 (↑ subj)〉}’
The equational theory in (66) functions to produce the complex

semantic form in (67) from those in (65).
(67) cause〈 (↑ subj), laugh〈 (↑ obj)〉〉
It is evident that this works according to essentially the same prin-

ciple as the proposal of Dalrymple et al. (1993a): a separate component
of the grammar contains a set of formulae that specify the argument
reassignment/fusion in complex predicates. It therefore suffers from
the same problem. A large number of such formulae must be assumed
to deal with the full variety of complex predicates and all may be
available in any derivation. As for the semantics, Homola and Coler
(2013) need a special formula to appear on the c-structure node dom-
inating a lexical verb which, in relation to the causative example they
discuss, permits either the subj or the obj to function as the actor of
the lexical verb (since by their defaults, the subcategorization of the
lexical verb would require the subj to fill this role).36 In this case too,
one would presumably need a whole set of different formulae, any of
which could potentially apply in any given case. For example, a for-
mula would be required that enabled the objθ to fill the actor role,
to cover complex predicates such as the permissive with a transitive
predicate. All in all, their proposal involves a thorough revision of the
LFG architecture, the implications of which would have to be carefully
analysed, yet from the present perspective it still suffers from some of
the same problems that already affected earlier proposals made within
a more standard model.
While there have been a number of earlier proposals for a se-

mantically integrated account of predicate composition in LFG, and
while one or two of these at least show the potential to provide a de-
scriptively adequate account of complex predication (Dalrymple et al.
1993a; Andrews 2007), none have been developed in great detail be-
yond the initial proposal, none have been adopted more widely in the
LFG community, and none are formulated (or could easily be reformu-
lated) in the ‘new’ glue approach, which has been standard in LFG for

36 It is not worth providing the formulae they propose, since they could only be
understood in the wider context of their proposals regarding the syntax-semantics
interface in LFG, which as stated is beyond the scope of this paper.
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over fifteen years. If in no other respect, then, the present proposal ad-
vances on previous proposals simply because it is formulated within
the standard approach to LFG+glue, and therefore its potential for
wider adoption is correspondingly greater.

6 conclusion

In this paper, I have proposed a new, semantically integrated account
of complex predicate formation within LFG+glue. I have shown that
the proposed approach to complex predicates can deal with all the data
that the standard linking/XLE approaches can deal with, even recur-
sive complex predicate structures. Moreover, the proposed approach
improves upon the standard linking/XLE approaches because it is fully
formalized (in contrast to the linking approach, at least), does not in-
volve mysterious processes of ‘predicate composition’ and ‘argument
fusion’, does not require the use of construction-specific mechanisms
(such as the restriction operator, manipulable preds, etc.), and prop-
erly integrates glue semantics. Previous accounts of complex predi-
cates in LFG that integrate semantics either suffer from certain prob-
lems, or are not fully developed, but the present proposal is fully for-
malized within recent approaches to argument structure in LFG+glue,
shares none of the problems affecting previous proposals, and involves
no construction-specific additions to the formal model.
The one apparent weakness of the proposal, relating to the scope

of multiple light verbs in a doubly (or more) embedded complex pred-
icate, is not a weakness on the semantic side but relates to the syntax,
and its solution is not specific to the analysis of complex predication,
since the problem already affects the analysis of other, considerably
more basic, phenomena (like recursive modification). This weakness
aside, the present proposal also has the potential to go beyond both
the linking and XLE approaches to complex predication in its abil-
ity to deal with optionality of arguments. As the only proposal for a
semantically integrated account of complex predicates within the cur-
rent standard approach to LFG+glue and the current standard LFG
architecture, its potential for dealing with a wider range of complex
predicate phenomena, including phenomena that are problematic for
earlier approaches, is a worthy subject for future research.
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In this paper1 I shall discuss the representation of morphological tone
in Hausa, as implemented in a computational grammar of the lan-
guage, referred to as HaG, which has been developed within the
framework of Head-driven Phrase Structure Grammar. Based on an in-
depth study of segmental and suprasegmental properties manipulated
by morphological processes, I shall argue that two fundamental in-
sights from autosegmental phonology need to be seamlessly integrated
into typed feature structure grammars of languages with grammatical
tone, namely (i) the systematic separation of tonal and metrical infor-
mation from the string of consonants and vowels, and (ii) the possibil-
ity of tonal spreading, i.e. the possibility for a tonal specification to be

1A previous version of this work was presented at the Workshop on “Disen-
tangling the inflectional role of tone”, organised by Jean-Léo Léonard (U Paris
Sorbonne & Institut Universitaire de France) and Enrique Palancár (CNRS, SeDyl–
CELIA) at the Maison de Recherche, Paris 3 (Sorbonne Nouvelle) in June 2013,
as well as at a research seminar on tone and intonation at the Institut für Linguis-
tik, Phonetik, Universität zu Köln. I would therefore like to thank the respective
audiences for their helpful and stimulating comments and, in particular, Larry
Hyman, Jean-Léo Léonard, Enrique Palancár, Martine Grice, Phuong Ha, and
Doris Mücke. A great many thanks also go to the three anonymous reviewers
whose comments and suggestions have been invaluable in improving this paper.
Finally, I would also like to express my gratitude to Carmela Chateau for her
careful proofing and copy-editing.

Work on the development of the grammar is partially supported by the
French National Research Agency (ANR) as part of the “Investissements d’Avenir”
programme (reference: ANR-10-LABX-0083), project ResHau [re:’zo:] of the Lab-
oratoire d’excéllence “Empirical Foundations of Linguistics”.
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assigned to an arbitrary number of adjacent tone-bearing units (sylla-
bles). To this end, I present a formalisation of tonal melodies in terms
of typed list constraints that implement a notion of tonal spreading,
allowing for an underspecified description of tonal melodies, inde-
pendent of the number of tone-bearing units. I shall finally show that
this minimal encoding is sufficient, and flexible enough to capture the
range of suprasegmental phenomena in Hausa.

1 introduction

One of the fundamental motivations for the implementation of gram-
mars in linguistically motivated formalisms is to allow for rigorous
testing of the empirical predictions of linguistic theories: given the
complex interactions of rich lexica with highly general principles and
rules, paired with increasing theoretical coverage of phenomena way
past the core into the periphery, manual evaluation of the conse-
quences of a theory is becoming less and less feasible. By running
an implemented grammar over a corpus, it is possible not only to
detect limitations in coverage, but also to assess the degree of over-
generation. This latter aspect is particularly easy to ensure in the con-
text of reversible grammars, i.e. declarative knowledge sources that
can be used for both parsing and generation. Despite the widespread
use of tone to mark lexical and grammatical distinctions among the
languages of the world, none of the grammars implemented to date
actually incorporates a treatment of suprasegmentals into the gram-
mar proper. This is due to the fact that, in the sample of languages
for which implemented grammars exist, very few are actually tone
languages, and the ones that are, like Chinese, only have lexical, not
grammatical, tone.
Within theoretical linguistics, by contrast, the study of tone has

always enjoyed a more central role, at least over the past 45 years. In-
vestigation into African tone languages (Goldsmith 1976; Leben 1973)
has provided the main evidence for the development of multi-tiered
approaches to phonology, culminating in the development of autoseg-
mental metrical phonology, subsequently to be adopted for the treat-
ment of supra-laryngeal phenomena as well (Clements 1985). Due to
the transformational heritage (Chomsky and Halle 1968), however,
some of the descriptive devices that are used to extract generalisations
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about tonal phenomena, especially destructive operations or procedu-
ral notions such as pre-linking, de-linking and re-spreading, do not
lend themselves naturally to direct integration into the kind of for-
malisms used in the development of linguistically motivated computa-
tional grammars, which are generally committed to monotonicity and
declarativity.2 As established by work on Declarative or One-Level
Phonology (Bird and Klein 1994; Scobbie 1993), typed feature struc-
tures, as used in HPSG (Pollard and Sag 1987, 1994), provide a conve-
nient and expressive representation for capturing multi-tiered phono-
logical descriptions. However, no sizeable grammar fragment of a tone
language has so far been developed within a declarative phonological
framework, let alone in the context of implemented computational
grammars.
In this paper, I seek to close this gap between grammar engineer-

ing and theoretical autosegmental description. In particular, based on
the example of Hausa, a language featuring both lexical and grammati-
cal tone, I shall argue that the adoption of an autosegmental approach,
i.e. one that separates the representation of tone and vowel length
from that of consonantal and vocalic segments, is not only prefer-
able for theoretical reasons, but actually inescapable from a grammar-
engineering perspective. Furthermore, I shall show how the intimate
connection between suprasegmental phenomena and morphosyntax
can be accommodated in TDL (=Type Description Language; Copes-
take 2002; Krieger 1996), the purely conjunctive and monotonic typed
feature formalism underlying HaG. Besides serving the practical pur-
pose of tight integration with morphology and syntax in the imple-
mented grammar, the choice of a lean formalism enables us to ex-
plore whether the general formalism is expressive enough to capture
the relevant generalisations. More specifically, I shall argue that when
suprasegmental operations are aligned with morphological rules, the
available mechanisms, though highly restricted by themselves, will
nevertheless prove to be sufficient to capture the entire set of surface-
true and surface-apparent generalisations on Hausa suprasegmental

2Frameworks differ, of course, as to the extent of uniformity they assume
across different linguistic sub-theories: while HPSG defends the hypothesis that
all levels of linguistic knowledge (phonological, morphological, syntactic, and
semantic) should be expressible in the same formalism, projection-architectures
like LFG do not subscribe to this assumption.
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phonology. The restrictive nature of our formalisation, which only
ever permits one spreading tone per morphological domain, will prove
to have interesting theoretical consequences: first, I resolve the debate
regarding the direction of tone assignment between right-to-left (New-
man 2000) and left-to-right (Leben 1978) in favour of outside-in, with
a predominance, in the case of Hausa, of assignment from the right
edge. Second, I shall show that all cases with more than one spreading
tone in Hausa involve total reduplication, and argue that the proper
treatment of this phenomenon independently requires morphological
compounding, giving rise to two independent domains, each with a
spreading tone of its own.
The paper is organised as follows: in Section 2, I shall give

a general overview of Hausa tone, followed by a detailed study
of morphological tone in Section 3, capitalising on holistic assign-
ment of tone melodies vs. agglutinative tone. Section 4 provides an
overview of HaG, an implemented HPSG of Hausa that crucially inte-
grates suprasegmental information with morphological and syntacto-
semantic analysis. In Section 5, I shall present the autosegmental
representation as implemented in HaG, capitalising on tonal spread-
ing, as well as morphological operations on tone and length, including
holistic assignment of tonal melodies and local adjustments of tone
and length specifications. A major part of the discussion in this section
will be concerned with the integration of prespecified prefixal tone,
and its integration with right-to-left spreading, using conjunctive tone
list constraints (Section 5.4.2), while Section 5.5 closes with a general
discussion regarding the expressive power of the current approach.

2 suprasegmental distinctions in hausa

On the suprasegmental level, both tone and vowel length are distinc-
tive. Hausa recognises two level tones, H(igh) and L(ow), as well as
a falling contour tone, which is typically analysed as an HL sequence
associated with a single (heavy) syllable. Rising contours observable
at the surface are the result of interaction between lexical or gram-
matical tone and intonation (Inkelas and Leben 1990).3 Throughout

3LH sequences associated with a single syllable, e.g. as a result of affixation,
undergo obligatory tone simplification (Newman 2000).
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this paper, high tone (H) is marked with an acute accent, low tone (L)
with a grave, and falling tone (HL) with a circumflex. On the metrical
side, Hausa distinguishes between long and short vowels. Long vow-
els are marked with a macron, whereas vowels unmarked for length
are short. Redundant marking of both H and L was chosen to improve
readability for scholars from different traditions: in fact, redundant
marking of H deviates from common Hausaist practice (see Section 4
for an overview of the range of conventions found in the literature).4
Tone in Hausa serves to distinguish both lexical and grammatical

meaning: as shown in (1), the lexical meanings associated with the
segmental sequence /fari:/ are distinguished by L-H, H-L, and H-H
melodies.
(1) a. fàrī ́ (L H) – ‘look (n)’

b. fárī ̀ (H L) – ‘dry season’
c. fárī ̄ ́ (H H) – ‘white/whiteness’ (Wolff 1993, p. 56)

Similarly, grammatical distinctions, such as different TAM (=
Tense, Aspect, Mood) categories, are equally distinguished by tonal
means, as shown in (2), illustrating H, L, and HL (=fall).
(2) a. yá zṓ (H H) – he came (relative completive)

b. yà zṓ (L H) – he should come (subjunctive)
c. yā́ zṓ (H H) – he came (absolute completive)
d. yā̂ zṓ (HL H) – he might come (potential)
Alongside tone, vowel length is another distinctive suprasegmen-

tal property: again, we find minimal pairs, where length serves to dis-
tinguish lexical or grammatical meanings, cf. (3) and (4), respectively.

4Segmental material, i.e. sequences of consonants and vowels, is represented
in standard Boko (=Latin script) orthography: hooked letters (ɓ, ɗ, ƙ) represent
glottalised stops, bigraph ts stands for a glottalised alveolar fricative, whereas
’y denotes a palatalised glottal stop. Other deviations from IPA conventions
are j (voiced palatal affricate), c (voiceless alveo-palatal affricate), and y (voiced
palatal fricative). The vowel letters i and u in coda position are actually glides.
Geminates are represented by reduplication of the initial letter of a monograph
or bi-graph, e.g. ssh (=ʃʃ ) for geminated sh (=ʃ ) or tts for a geminated glottalised
alveolar fricative (=s’).
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(3) a. fāśā̀ (CVVCVV) – ‘postpone’
b. fásā̀ (CVCVV) – ‘smash’ (Newman 2000, p. 400)

(4) a. yā́ zṓ – he came (absolute completive)
b. yá zṓ – he came (relative completive)
Syllables in Hausa are either light (CV) or heavy (CVC or CVV).

Thus, long vowels can only be observed in open syllables. The dis-
tribution of tone is also sensitive to syllable structure, ruling out any
occurrence of the HL contour tone on light CV syllables.

3 tone and inflectional morphology
in hausa

Owing to its lexical and grammatical functions, Hausa tone is in-
timately linked to morphological operations, both inflectional and
derivational. From a tonal perspective, morphological operations can
be classified into two types: agglutinative and holistic. With agglutina-
tive tone assignment, morphological rules simply add a tone to the
base, typically together with some segmental material, whereas with
holistic assignment, they may specify a completely new melody for
the entire base, thereby overwriting lexical tone specifications. New-
man (2000) regards tone assignment as a property of the affixes, and
therefore distinguishes between tone-integrating affixes, which holis-
tically affect the tonal make-up of the base, and non-integrating af-
fixes, which leave the tones of the base by-and-large unaffected.5

3.1 Holistic tone assignment: tone-integrating suffixes
Holistic assignment of tonal patterns by morphological operations can
probably best be illustrated by Hausa plural formation: as detailed
in Table 1, adapted from Newman (2000, p. 431), the overwhelming
majority of Hausa plural formation patterns do indeed feature holis-
tic tone assignment. In fact, among the 15 major plural classes, only

5Non-integrating affixes may, of course, locally affect the tones at the junc-
ture, as an instance of internal sandhi. What is crucial to the distinction here, is
that agglutinative assignment is an entirely local operation, leaving most of the
base’s lexical tone intact, whereas holistic assignment discards the base’s lexical
tone specification altogether.
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class X and XII preserve the tonal melody of the base. All others assign
a melody specific to the plural class to bases of heterogeneous tonal
make-up (see the detailed discussion of Class I and II below). As a
general convention, I shall represent arbitrarily long sequences of like
tones, i.e. the result of tone spreading, using the Kleene plus, which
denotes arbitrarily many repetitions of the preceding symbol.

Class Plural pattern Example Gloss
Segmental Tonal Singular Plural

I -oCi H+ tāǵā̀ tāǵṓgī ́ window
II -ai L+-H dàlīĺī ̀ dàlīl̀ái reason
III -aCe H+-L-H dámṓ dámām̀ḗ land monitor
IV -(a)Ca H-L-H sírdī ́ sírād̀ā́ saddle
V -aCu H-L-H gúrgū̀ gúrāg̀ū́ cripple
VI -uCa H+-L hū̀lā́ hū́lúnā̀ cap
VII -aCi L+-H fùrḗ fùrànnī ́ flower
VIII -aCCaCi H-L-H-H gúntū́ gúntàttákī ́ stub
IX -u/-i L+-H kújḕrā́ kùjḕrū́ chair
X -V – kwāɗ̀ṓ kwāɗ̀ī ́ frog
XI -āwā L+-H / H+ bàdū́kū̀ dū̀kāẁā́ leather worker
XII RED – jōjì jṓjì-jṓjì judge
XIII -e + RED L+-H L+-H tsírṑ tsìré-tsìré shoot/sprout
XIV RED H+ L+ mākēkḕ māḱā-́māk̀ā̀ expansive
XV -ī + RED H+ H+ mīǹīńī ̀ mínī-́mínī ́ tiny

Table 1:
Hausa plural
formation
patterns

At the segmental level, Hausa employs several different marking
devices: suffixation of vowels, with or without reduplication and gem-
ination of the final root consonant (C), as well as total reduplication
(red; classes XII–XV).
The data in (5) provide examples from the highly regular and

productive class I nouns,6 which form their plural by affixation of -ōCī,
where C represents reduplication of the last root consonant. Base-final
vowels, if any, are replaced by the first vowel of the suffix.

6 I adopt the classification of Newman (2000). For alternative analyses of the
Hausa plural system, see e.g. Jaggar (2001) and Wolff (1993).
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(5) -ṓCī ́ (H+) (Class I) (Newman 2000, p. 432)
a. gúlā̀ (H-L) – gúlṓlī ́ (H-H-H)
‘drum stick’

b. tāǵā̀ (H-L) – tāǵṓgī ́ (H-H-H)
‘window’

c. gyàlè (L-L) – gyálṓlī ́ (H-H-H)
‘shawl’

d. tàmbáyā̀ (L-H-L) – támbáyṓyī ́ (H-H-H-H)
‘question’

e. kámfànī ́ (H-L-H) – kámfánṓnī ́ (H-H-H-H)
‘company’

f. kwàmìtī ̂ (L-L-HL) – kwámítṓcī ́ (H-H-H-H)
‘committee’

Together with the segmental change, plurals in this highly pro-
ductive inflectional class are characterised by an all-high tonal melody
assigned across the base and the plural affix -ōCī. Note further that
this tonal assignment is independent of the lexical tone of the base
(we find H-L, L-L, L-H-L, and H-L-H). Furthermore, the assignment
of an all-high melody appears to be independent of the number of
tone-bearing units, there being no difference between trisyllabic and
quadrisyllabic words of this plural class. This independence of tonal
assignment from the segmental make-up of the word favours an inten-
sional description over an extensional enumeration of tone patterns.
One possible description would be assignment of an H tone spread-
ing across the entire domain, as assumed in autosegmental phonology
(Leben 1973; Goldsmith 1976).
Another, slightly more complex case of holistic assignment is con-

tributed by class II plurals:
(6) -ái (L+H) (Class II) (Newman 2000, pp. 434–435)

a. àlhájī ̀ (L-H-L) – àlhāz̀ái (L-L-H)
‘Hadji’

b. ɗāĺìbī ́ (H-L-H) – ɗāl̀ìbái (L-L-H)
‘pupil’

c. sánkácḕ (H-H-L) – sànkàtái (L-L-H)
‘reaped corn laid down in a row’
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d. àlmùbázzàrī ́ (L-L-H-L-H) – àlmùbàzzàrái (L-L-L-L-H)
‘spendthrift’

e. ɗámī ̀ (H-L) – ɗàmmái (L-H)
‘bundle’

Here, plural formation adds a suffix -ai, and assigns a final LH
melody, with the L spreading to the left of the word. As before, as-
signment of the plural tone pattern is independent of the lexical tone
of the base (we find H-L, L-H, H-L-H, L-H-L, and L-H-L-H). Similarly,
the very same tonal pattern is assigned to bisyllabic, trisyllabic, and
pentasyllabic plurals alike, showing even more clearly the indepen-
dence of melody specification from the syllable count.
Although the need for the incorporation of spreading is illustrated

most clearly in the case of inflectional morphology, where the number
of tone-bearing units cannot be established a priori, spreading can
also be fruitfully put to use to simplify the inventory of lexical tone
melodies. Assuming with Newman (2000) that the first tone of any
melody automatically spreads to the left, complex patterns such as H-
H-L in (6c), and simpler patterns such as H-L in (6e), can be generalised
to H+-L.
3.2 Tonal affixation: non-integrating suffixes
Alongside holistic tone assignment by morphological operations, Hau-
sa also recognises agglutinative tone, i.e., where a tonally specified
affix is simply added to a base, leaving the tones of the base fully
intact.
An example of a tonally purely agglutinative process is con-

tributed by possessive marking:7 as shown in (7), Hausa bound pos-
sessives are formed by affixation of a consonantal “linker” that agrees
in gender and number with the possessum (feminine singular -r vs.
-n otherwise), plus a pronominal affix, marking person, number and
gender of the possessor (e.g. third singular feminine -tà).
(7) a. ƙwái (H)

egg(m)
– ƙwá-n-tà (H-L)
egg(m)-l.m-3.s.f

‘(her) egg’
7See Crysmann (2011) for detailed arguments as to why the Hausa linker

and possessive markers should be regarded as morphologically attached affixes,
rather than postlexical clitics.
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b. rīg̀ā́ (L-H)
gown(f)

– rīg̀á-r-tà (L-H-L)
gown(f)-l.f.sg-3.s.f

‘(her) gown’
c. mṓtā̀ (H-L)
car(f)

– mṓtà-r-tà (H-L-L)
car(f)-l.f.sg-3.s.f

‘(her) car’
d. kâi (HL)
head(m)

– kâ-n-tà (HL-L)
head(m)-l.m-3.s.f

‘(her) head’
The possessive pronominal affix -tà comes with its own fixed low

tone; the tonal specification of the base, however, remains unaffected.
Although the linker, which syllabifies with the coda of the base, trig-
gers shortening of the rhyme, in accordance with Hausa’s ban on
super-heavy syllables, it leaves the tonal make-up of the rhyme un-
affected, as witnessed by the falling tone in (7d).
A slightly more complex case of tonal agglutination can be ob-

served with the specificity or previous reference marker -r/̀-ǹ. Seg-
mentally identical to the linker, this consonantal marker adds a low
tone to the coda of the base, turning a final H level tone into an HL
contour tone, while leaving low-final bases unchanged.
(8) a. ƙwái (H) – ƙwâ-n (HL)

‘the (aforementioned) egg (m)’
b. rīg̀ā́ (L-H) – rīg̀â-r (L-HL)
‘the (aforementioned) gown (f)’

c. mṓtā̀ (H-L) – mṓtà-r (H-L)
‘the (aforementioned) car (f)’

d. kâi (HL) – kâ-n (HL)
‘the (aforementioned) head (m)’

However, in contrast to tone-integrating affixes, the tonal effects on
the base are highly local in nature.
The last case of non-integrating affixes I shall consider involves

a floating tone. Weak verbal nouns in Hausa are formed by affixation
of a long H suffix -ˋwā.́ With H-final bases in (9a–c), affixation of
-ˋwā́ gives rise to an HL contour tone on the preceding heavy syllable
(CVV or CVC), a property that can be traced to the marker’s initial low
floating tone.
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(9) a. káràntā́ (H-L-H) – káràntāŵā́ (H-L-HL-H)
‘read’ (gr1)

b. sáyár (H-H) – sáyârwā́ (H-HL-H)
‘sell’ (gr5)

c. kāẃṓ (H-H) – kāẃō̂wā́ (H-HL-H)
‘come’ (gr6)

d. kāḿā̀ (H-L) – kāḿāẁā́ (H-L-H)
‘catch’ (gr1)

e. gyār̀ú (L-H) – gyār̀úwā́ (L-H-H)
‘be repaired’ (gr7)

However, with light final syllables (as in grade 7;8 cf. (9e)), the
floating low tone is suppressed, reflecting the phonotactic constraint
of the language that restricts contour tones to heavy syllables (CVC or
CVV). Again, tonal adjustments are fully local to the juncture, showing
no impact on earlier tones of the base.
Before we move on, I would like to comment briefly on vowel

length, the other distinctive suprasegmental property of Hausa: while
morphological tone may be assigned holistically or be merely agglu-
tinative, possibly triggering some local adjustments under strict adja-
cency, all the cases of length alternation we have observed so far are
of a strictly local nature. In fact, this appears to be a general prop-
erty of the language: while tones may be assigned individually or as
entire melodies, there is no assignment of rhythmic length patterns
that operates across larger domains, let alone “length harmony”, i.e.
the spreading of same length specifications. In essence, length is only

8Hausa grades can be roughly thought of as inflectional classes, although
some grades (namely 4–7) also encode derivational properties, like totality (4),
causative or efferential (5), ventive (6) or medio-passive (7), which makes them
resemble the binyanim of distantly related Semitic languages: each of the grades
is associated with characteristic tone patterns, and an equally characteristic al-
ternation of the final vowel, depending on the presence and nature of the direct
object, called frames: Frame B is used with pronominal affixes, Frame C with lo-
cally realised direct objects, and Frame A elsewhere, including object fronting.
See Parsons (1960), Newman (2000) and Jaggar (2001) for in-depth descriptions,
as well as Abdoulaye (1992) and Crysmann (2005a) for recent synchronic anal-
yses. Note that, for some grades, the exact tonal pattern changes according to
frame. Cf. Table 2 for an overview of affixal and tonal patterns.
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ever manipulated locally, while tonal manipulations may operate lo-
cally or globally, depending on the morphological construction.

3.3 Toneless prefixes
A third type of tonal behaviour triggered by morphological affixation
is contributed by prefixation of “toneless” markers, i.e. affixes that are
not inherently prespecified for a particular tone: regular and produc-
tive formation of pluractionals in Hausa is expressed by prefixation of
a CVC reduplicative prefix, where the two consonants are identical to
the first root consonant, and the vowel is essentially identical to the
first vowel of the root (modulo reduction in closed syllables).

(10) C1VC1-
a. dárnàcḗ (H-L-H) – dáddárnàcḗ (H-H-L-H)
‘press down/oppress’ (gr4 a) (Newman 2000, p. 424)

b. káràntā́ (H-L-H) – kákkáràntā́ (H-H-L-H)
‘read’ (gr1 a/b) (Newman 2000, p. 424)

c. dāg̀úrā̀ (L-H-L) – dàddāg̀úrā̀ (L-L-H-L)
‘gnaw at’ (gr2 a) (Newman 2000, p. 425)

d. káràntà (H-L-L) – kákkáràntà (H-H-L-L)
‘read’ (gr1 c)

e. dāg̀ùrí (L-L-H) – dàddāg̀ùrí (L-L-L-H)
‘gnaw at’ (gr2 c)

As illustrated in (10), prefixation of CVC to trisyllabic bases gives
rise to quadrisyllabic words. Since melodies for Hausa verbs are maxi-
mally tri-tonal, what happens is that the leftmost tone simply spreads
to the tonally underspecified prefix, yielding H for H-initial and L for
L-initial bases.
Pluractionals of bisyllabic bases display a slightly more intricate

pattern: although spreading can still be attested in those paradigms
(grades) that are maximally bitonal, such as grades 6 and 7 in (11a–b),
or the B and C forms of grade 2 in (11c), grades which witness tri-tonal
melodies, such as grades 1 and 4, as well as the A form of grade 2,
simply use the tri-tonal melody for pluractionals that we already found
with trisyllabic bases in these grades (12). Table 2 provides a synopsis
of segmental and tonal patterns for all seven productive grades.
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Frame A9 Frame B Frame C
Grade Seg/Len Tone Seg/Len Tone Seg/Len Tone

σσ / σ+σσ σσ / σ+σσ σσ / σ+σσ
1 -ā H-L / H+-L-H -ā H-L / H+-L-H -a H-L / H+-L-L
2 -ā L-H / L+-H-L -ē L+-H -i L+-H
3 -a/-i L-H / L+-H-L – –
4 -ē H-L / H+-L-H -ē H-L / H+-L-H -ē/-e H-L / H+-L-L
5 -r ̃ H+ -shē H+ -r ̃ H+
6 -ō H+ -ō H+ -ō H+
7 -u L+-H – –

Table 2:
Synopsis of
Hausa grades

(11) a. kāẃṓ (H-H) – kákkāẃṓ (H-H-H)
‘bring’ (gr6) (Newman 2000, p. 424)

b. gyār̀ú (L-H) – gyàggyār̀ú (L-L-H)
‘be well repaired’ (gr7)’ (Newman 2000, p. 424)

c. jḕfḗ (L-H) – jàjjḕfḗ (L-L-H)
‘throw at’ (gr2 b)

(12) a. tāḱā̀ (H-L) – táttāk̀ā́ (H-L-H)
‘step on’ (gr1 a) (Newman 2000, p. 424)

b. jḕfā́ (L-H) – jàjjḗfā̀ (L-H-L)
‘throw at’ (gr2 a) (Newman 2000, p. 424)

To summarise, the addition of a syllable by pluractional prefix-
ation incurs a switch of tonal pattern to the appropriate melody as-
sociated with trisyllabic words for that paradigm cell. If the melody
provides for fewer tones than there are tone-bearing units, automatic
spreading applies: occasionally, with trisyllabic pluractionals (depend-
ing on the tonal pattern of that grade), and always, across all grades,
with quadrisyllabic ones.
Having investigated the basic suprasegmental processes associ-

ated with morphological operations in Hausa, namely holistic assign-
ment (“tone-integrating affixes”), tonal affixation (“non-integrating
affixes”), and spreading of base tones on to inherently toneless pre-
fixes, we are now in a position to explore, in the following sections,

9Segmental shape and tone can both be subject to lexical exception in
Frame A, in particular in grade 2.
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how these processes can be integrated, in an efficient way, into a com-
putational grammar of Hausa, built on a lean typed feature structure
formalism.

4 hag – a computational grammar of hausa

The treatment of tone discussed in this paper is part of an emerg-
ing implemented computational grammar of Hausa, developed in the
framework of Head-driven Phrase Structure Grammar. The underly-
ing typed feature logic is a purely conjunctive variant of TDL (=Type
Description Language; Krieger 1996), as currently implemented in
several processing systems, such as the Linguistic Knowledge Builder
(=LKB; Copestake 2002), the Pet parser (Callmeier 2000), and the
Ace parser and generator (the latter being described in Crysmann and
Packard 2012). Owing to its declarative nature, the grammar is fully
reversible, i.e. it can be used for both parsing and generation. Further-
more, the symbolic grammar resource is complemented by stochastic
models for parse selection and realisation ranking, developed on the
basis of the Redwoods treebanking technology (Oepen et al. 2002).
An overview of the grammar and the major constructions it covers
can be found in Crysmann (2012a). The grammar is freely avail-
able at http://svn.emmtee.net/trunk/llf/hag/ under an open-
source licence. An online demonstrator of the grammar is hosted at
http://hag.delph-in.net/logon.
Although the lexicon is still rather small, the grammar already

covers a wide range of core constructions of the language. With respect
to morphology, the grammar implements inflectional morphology in
both the nominal and the verbal domain, including the infamously
rich set of plural formation patterns. On the segmental side, morpho-
logical rules cover all morphophonological processes attested in the
language, including affixation, gemination, as well as partial and full
reduplication.
With respect to morphosyntax, the grammar boasts a systematic

treatment of direct object marking, the so-called Hausa frames (Par-
sons 1960). The inflectional approach to Hausa verb frames devel-
oped in Crysmann (2005a) has been generalised to nominal categories,
including gerunds, prenominal adjectives and possessives (Crysmann
2011), as well as prepositional nouns (Crysmann 2012b).
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On the purely syntactic side, the grammar covers local comple-
mentation and modification, as well as non-local processes, such as
wh-extraction, focus fronting, and relativisation, with both gap and
resumptive strategies (Crysmann 2012c, 2015).
Owing to the central status of tone and length for marking mor-

phological and morphosyntactic properties, the grammar has been de-
veloped from the ground up to support suprasegmental representa-
tions. Particular care has been given to the fact that suprasegmental
information is represented to different degrees in textual input: while
standard Latin orthography (Boko) does not represent tone or length
at all, length, but not tone, is marked in the Arabic script (Ajami).
Scholarly as well as educational work on Hausa, by contrast, tends to
fully mark tone and length, although the marking regimes differ: while
long vowels are typically marked by macrons, leaving short vowels
unmarked, as in the grammars by Newman (2000), Jaggar (2001),
and Caron (1991), the Hausa language course by Cowan and Schuh
(1976), or the Hausa–French dictionary by Caron and Amfani (1997),
there are also clearly alternative marking schemes: Jungraithmayr and
Möhlig (1976) use geminated vowel letters to mark length, and New-
man and Ma Newman (1977) mark brevity (with a comma below the
vowel). In Ajami, long vowels are signalled by a combination of letters
(ya, wau, alif) and diacritics, distinguishing 5 vowel qualities, whereas
short vowels are solely marked by diacritics, distinguishing 3 qualities.
As for tone, the most wide-spread convention used in the Hausaist lit-
erature is to mark low and falling tone (with grave and circumflex
accents), leaving high tone unmarked.
Given this diversity regarding the amount of suprasegmental in-

formation being marked, as well as the way it is signalled, a highly
flexible approach is called for, if we want to be able to maximally ex-
ploit suprasegmental information, if present in the input, while at the
same time ensure robustness towards partially marked or unmarked
input. Moreover, given the locality of morphological processes regard-
ing segmental material and length specifications as opposed to the
potentially non-local assignment of melodies, an autosegmental sep-
aration of these pieces of information is inevitable. To this end, the
grammar employs a token rewrite system (Adolphs et al. 2008) to con-
vert a diacritically marked input string into a featural representation,
separating the segmental level from the levels of tone and length spec-
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ifications. The grammar can be configured at runtime as to which in-
ferences should be drawn from overt suprasegmental specifications in
the input: consistent full marking, where suprasegmentally unmarked
segments are interpreted as the complement of the tone and length
markings found, giving maximal disambiguation, and partial mark-
ing, where only overt marking is taken into consideration, permitting
sporadic marking of tone or length by the user. While the former is
best suited to the processing of edited texts, the latter is intended for
interactive input to the grammar, where only critical tones may be
marked and strict adherence to a consistent marking regime would
appear cumbersome.
Grammar-internally, tone and length are systematically repre-

sented at the lexical, morphological and morphosyntactic levels. Thus,
on the basis of the interaction of lexical with local and non-local gram-
matical constraints, suprasegmental information missing from the in-
put can be recovered to a great extent by symbolic means. The resid-
ual ambiguity is addressed by means of discriminative parse selection
models extracted from a treebank. Regenerating from disambiguated
parses provides full reconstruction of tone and length specifications,
obeying the full set of constraints imposed by the grammar, both lo-
cally and globally. Based on the tight integration of suprasegmental in-
formation, the grammar not only reaches a high level of linguistic ad-
equacy, but will ultimately be suitable in a number of application sce-
narios for which this information is crucial, including text-to-speech
synthesis (TTS), and computer-assisted language learning (CALL).

5 towards an efficient and flexible
representation of tone

5.1 Tonal tiers in typed feature structures
The data structures I shall adopt for the representation of supraseg-
mental information are lists: one list for tone sequences, and another
list for vowel length information. Lists already have some intrinsic
properties that make them suitable as a representation of tiers: first,
in contrast to sets, they permit multiple occurrences of like elements,
and, even more importantly, they are ordered, capturing the tempo-
ral organisation of the tier. Second, they constitute a much simpler
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data structure than trees, which again seems to be a desirable prop-
erty: while there is some evidence suggesting that the distribution of
tones may depend on a hierarchical structure, be it morphological or
prosodic, there seems to be very little evidence in Hausa as to a hier-
archical structure of tonal sequences themselves.10
In (typed) feature structure formalisms, lists can be recursively

implemented using first/rest or head/tail notation: the first ele-
ment of the list is represented as the value of the hd feature, while the
list remainder, itself a list, is represented as the value of tl. As illus-
trated in Figure 1, the second element will be found under tl.hd, the
third element under tl.tl.hd etc.11 Pure feature structure encoding
of lists in head/tail notation only directly exposes one end of the
data structure, essentially corresponding to a stack or LIFO (= Last In
First Out) in terms of data structure: if we recursively build up these
lists element by element, we can easily access the last member that has
been added to the resulting list, but direct access to the first element
ever added will not be straightforward.

<high, low, low, ... > ≡


hd high

tl


hd low

tl
hd low
tl
� � 




Figure 1:
hd/tl encoding of lists

Throughout this paper, I shall use the list constructor (|) as an
abbreviatory device to partition a list into an initial sequence of ele-
ments and a list remainder, a notation familiar from Prolog (Clocksin
and Mellish 1981, pp. 52–53), that is also regularly used in HPSG. As
for the representation of morphological rules, I assume feature struc-
ture descriptions where the entire term represents the properties of the
derived structure (the mother in a unary rule), whereas the properties
of the morphological daughter, i.e. the base, are embedded under a

10Of course, as pointed out by one of the reviewers, trees can be encoded using
lists of lists. At the level of tonal tiers, however, appropriateness conditions on
list types will ensure that lists cannot be nested. See below in this section on
typed lists.

11 I am using period as a path separator, to avoid confusion with the list con-
structor (|).
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feature dtr (cf. Riehemann 1998; Koenig 1999). Information shared
between the mother and the daughter are captured by means of reen-
trancies (=token identity or structure sharing), expressed using boxed
coreference tags, e.g. t in Figure 2.12

Figure 2:
Basic list
operations

tone < low | t >
dtr
�
tone t
� ≡
tone
hd low
tl t


dtr
�
tone t
�


(a) Add tone (push)

tone t

dtr
�
tone < high | t>

�≡

tone t

dtr
tone
hd high
tl t




(b) Remove tone (pop)

tone < low | t >
dtr
�
tone <high | t>

�≡

tone
hd low
tl t


dtr
tone
hd high
tl t




(c) Change tone (pop & push)

Given these rather straightforward assumptions, we are already
in a position to capture the kind of operations characteristic of

12Lexical rules, as employed here, are description-level rules, as opposed to
meta-level rules: i.e. they essentially function like unary branching syntactic
rules, with the added functionality of attaching orthographemic changes using
a variant of string unification (Calder 1989). Reentrancies between mother and
daughter are fully specified in the rule descriptions or the rule types they inherit
from. We exclusively rely on the type system to minimise redundancy, in contrast
to Meurers (2001), who proposes compilation of a special lexical rule format.
While the LKB supports default unification (Lascarides et al. 1996; Lascarides
and Copestake 1999), neither Pet nor Ace do: therefore, the development of
HaG is fully monotonic, i.e. devoid of defaults.
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tone non-integrating affixation.13 In essence, there are three ba-
sic tonal operations that can be captured by means of morpholog-
ical rule schemata operating on the tones of the base: addition of
a tone (push an element on to the stack), deletion of a tone (pop
an element off the stack), and modification, as a combination of
push and pop. Figures 2 and 3 illustrate the equivalence (≡) of the
simplified list notation with the underlying feature structure repre-
sentation.
One can add tones to the beginning of the list (Figure 2a), by way

of structure sharing the tone list of the base with the tl of the result-
ing sign plus a specification of the hd element; one can remove initial
elements from the list, by having the resulting sign’s tone list struc-
ture shared with the tl of the base only, excluding the hd element of
the base (Figure 2b); or one can replace elements (Figure 2c), by com-
bining the two operations.14 As illustrated in Figure 3a below, while
access is not random, it is by no means limited to the first element:
any element can be manipulated, as long as it is found at a definite
distance from the beginning of the list. Likewise, one can easily define

13 In contrast to One-Level Phonology (Bird and Klein 1994), I shall assume
a weak version of Phonological Compositionality, permitting “feature-changing”
operations as the result of the application of morphological rules: while, strictly
speaking, any feature value can only ever be made more specific in a monotonic
feature logic like the one assumed here, the effect that a constraint imposed on
the morphological base may not hold true for a form derived from that base can
indeed be captured by assigning different values to the representations of the
morphological mother and the daughter, i.e. by not fully equating their phono-
logical representations.

14The way tonal modification is presented here, i.e. independent of syllable
count or segmental changes is intentional: in the spirit of autosegmental phonol-
ogy, alterations on one tier may, but need not, be paralleled by according alter-
ations on a different tier. Basic tonal operations, as presented here, are building
blocks, which may occur in conjunction with segmental and metrical changes in
concrete morphological rules. In Hausa, addition of tones, as represented in the
grammar, is usually accompanied by adding a tone-bearing unit (see e.g. suffix-
ation of possessives in Figure 10). Changing a tone need not be, as witnessed by
the previous reference marker in Figure 11. Adding or deleting a tone without
manipulating the metrical structure would entail shifting of the remainder of the
tonal specification. However, Hausa does not seem to provide any clear evidence
for this.
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Figure 3:

Some complex
list operations tone < 1 , low | t >

dtr
�
tone < 1 , high | t>

�≡



tone


hd 1

tl
hd low
tl t




dtr

tone

hd 1

tl
hd high
tl t






(a) Change second tone

tone < 2 , 1 | t >
dtr
�
tone < 1 , 2 | t>

�≡



tone


hd 2

tl
hd 1

tl t




dtr

tone

hd 1

tl
hd 2

tl t






(b) Metathesis

metathesis of a pair of tones (Figure 3b), provided their position is
known, which I assume to be the case.15

There is one important inherent limitation to lists represented as
simple feature structure terms: in lean formalisms without any func-
tional or relational constraints,16 such as the one we are using here,
lists are essentially stacks, i.e. access of any element is straightfor-

15 In case the relevant elements are found in a finite number of positions,
situations can of course be enumerated using multiple rules.

16Current alternative implementations of typed feature formalisms include
TRALE (Penn 2004), which actually supports relational constraints and disjunc-
tion. However, relational constraints provide an additional recursive structure
besides the main recursion on the rule backbone. Thus, while lean formalisms
will force hidden costs out into the open, such costs can be hidden by relational
constraints. However, as we shall see, no purely phonologically motivated re-
cursion steps are needed, other than what is already offered by type expansion.
For the purposes of this paper, which aims at assessing the minimal computa-
tional power needed to address autosegmental phonology in Hausa, the choice
of a purely conjunctive typed feature structure unification formalism without
relational constraints must appear preferable, for methodological reasons.
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ward from the beginning of the list, but quite hard to determine, in
a general fashion, from the end of the list. Thus, in the context of these
formalisms, it is of central concern whether tones are represented from
left to right or rather from right to left. Given that Hausa is predom-
inantly suffixal, and that spreading also proceeds from right to left,
I shall assume for now17 that the most appropriate encoding of the
tonal tier in this language will be from right to left, essentially assum-
ing that tones on the tone list are represented in inverse order of sur-
face tone, i.e. list-initial tones correspond to rightmost surface tones,
whereas list-final tones correspond to leftmost surface tones. Given
an encoding in this order, tonal suffixation, including local modifica-
tions, as observed for non-integrating affixes, can be straightforwardly
captured, using the basic operations illustrated in Figure 2. Sample
analyses will be provided in Section 5.3.2.
Having established so far that a right-to-left encoding of tone

is most suitable for the treatment of Hausa, facilitating the descrip-
tion of local tonal modifications observed for non-integrating suf-
fixes, we shall now move on to tone-integrating suffixation, including
spreading.
An interesting property of typed feature formalisms is that they

inherently provide for parameterised list constraints, enabling us to
impose some constraint over an arbitrary number of elements. As
we shall see shortly, this property is key to our implementation of
spreading.
To start with, consider the type hierarchy of basic list types, as

given in Figure 4. The supertype list is defined to have exactly two
immediate subtypes: either an empty list (e-list), or a non-empty list
(ne-list). While the former has no appropriate features, the latter intro-

list

e-list 
ne-list
hd
� �

tl list



Figure 4:
Basic list type declarations

17See, however, Sections 5.2 and 5.4.2 for detailed discussion and a gener-
alised treatment.
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duces the features hd and tl. According to the logic of typed feature
structures (Carpenter 1992), whenever a feature such as hd is required
to be present by some constraint, the type of the feature structure must
be at least ne-list, and all other constraints associated with this type are
enforced. Conversely, once a list has been specialised to e-list, it will
be incompatible with either hd or tl features, since e-list and ne-list
do not have a common lower bound.
List types and appropriateness, however, will show their full po-

tential once we associate additional properties with a type. More con-
cretely, I shall build on typed list constraints, a powerful, yet efficient
way to impose constraints on the members of lists of arbitrary size.18
As stated in (13) and (14), one can provide type definitions for

tone lists consisting of an arbitrary number of H, or an arbitrary num-
ber of L, yielding the type hierarchy in Figure 5. In essence, these list
types will provide us with a concise and efficient formalisation of tone
spreading.
(13) a. h*-list := list.

b. h*-e-list := h*-list ∧ e-list.
c. h*-ne-list := h*-list ∧ ne-list ∧hd high

tl h*-list


(14) a. l*-list := list.

b. l*-e-list := l*-list ∧ e-list.
c. l*-ne-list := l*-list ∧ ne-list ∧hd low

tl l*-list


As defined in (13), the type h*-list can be expanded either into

h*-e-list,19 a subtype of the empty list type, or else into the non-empty
list type, h*-ne-list, which restricts the hd element to be high. The re-
mainder of the h*-ne-list is in turn restricted to be of type h*-list, prop-

18To the best of my knowledge, list types were first explored in a systematic
way by Flickinger (2000). See also Crysmann (2005b) on extended applications
of this technique, e.g., for the implementation of type identity.

19Throughout this paper, the asterisk on tone specifications (∗) is the Kleene
star familiar from regular languages, denoting an arbitrary number of repeti-
tions of tone symbols of this type, including zero. This notation should not be
confounded with that used for pitch accents in intonation.
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list

e-list h*-list l*-list

ne-list
hd
� �

tl list



h*-e-list h*-ne-listhd high
tl h*-list

 l*-e-list
l*-ne-listhd low
tl l*-list



Figure 5:
Hierarchy of
tone list types

agating the tonal requirement further down the list: if the remainder
is empty, nothing much happens, but if it is non-empty, it must be a
subtype of both ne-list and h*-list, resolving it to h*-ne-list, fixing the
value of the hd element (to high), and setting the value of the new list
remainder to h*-list. Thus, tone list types provide a concise and effec-
tive way to push properties across lists of arbitrary length, in essence
stating properties independently of the number of list members. More
importantly, these constraints are latent, such that expansion is de-
layed until tonal specifications are accessed by other constraints, with
full expansion being reserved to synchronisation with themetrical tier.
Based on this minimal inventory of tone list types, we are now

in a position to formalise Hausa tone assignment, including automatic
spreading, within the context of typed feature structure grammar. To
give a more concrete example, let us consider the case of grade 6 verbs,
featuring holistic assignment of a single spreading H tone for both
basic verbs and pluractionals. The tonal constraint associated with
grade 6 verbs is that of an h*-list: depending on the number of tone-
bearing units (e.g. two for a basic verb like kāwō, and three for the
pluractional derived from it), unification of the general h*-list con-
straint with tone lists of appropriate length will yield specialisation of
h*-list to exactly as many high tones as required.
In order to understand the exact workings of list type constraints,

let us briefly work through the example in Figure 6a: unification of
h*-list with the outer level of the two-element list enforces specialisa-
tion of h*-list to h*-ne-list, entailing specialisation of the top-level hd
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Figure 6:
Automatic
expansion
of tone list
constraints h*-list ∧



ne-list
hd
� �

tl


ne-list
hd
� �

tl e-list




≡



h*-ne-list
hd high

tl

h*-ne-listhd high
tl h*-e-list




(a) Bisyllabic kāẃṓ

h*-list ∧



ne-list
hd
� �

tl



ne-list
hd
� �

tl


ne-list
hd
� �

tl e-list






≡



h*-ne-list
hd high

tl



h*-ne-list
hd high

tl

h*-ne-listhd high
tl h*-e-list






(b) Trisyllabic kákkāẃṓ

value to high and of tl to h*-list. This specialisation of the tl value
will in turn trigger unification with the value ne-list which yields the
most general subtype of h*-list and ne-list, namely h*-ne-list of Figure 5.
The constraint associated with this latter type will again be applied to
the feature structure under tl, specialising tl.hd to high, and propa-
gating the tone list type on to tl.tl. Unification with the empty list
under tl.tl finally resolves to h*-e-list.
Before moving on, let us briefly discuss how the suprasegmental

representations are synchronised. As established at the end of Sec-
tion 3.2, length specifications are only ever modified locally and,
more crucially, do not require underspecification, in contrast to tonal
spreading, for example. This makes the syllable or length tier an ideal
timing tier. By contrast, holistic assignment and tonal spreading favour
an underspecified description. During morphological construction, we
therefore state constraints using underspecified descriptions, treating
representations of tone separate from length. At the level of the max-
imal morphological word, however, we use the length of the len list,
our timing tier, to determine the exact length of the tone list, ef-
fectively expanding list constraints to exactly the number of tones re-
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quired.20 The delayed synchronisation of tone lists with the timing
tier is not only clearly in the spirit of an autosegmental approach, but
it also provides a highly efficient implementation, avoiding repeated
recursion over autosegmental tiers. Furthermore, given the monotonic
nature of HPSG’s underlying feature structure formalism, a single, de-
layed evaluation is fully sufficient.

5.2 Direction of tone assignment
We have seen so far that the tonal effects of morphological processes in
Hausa assign a privileged status to the right edge: tone non-integrating
affixes simply add tones on the right, potentially supplanting or modi-
fying a base-final tone, whereas melodies assigned by tone-integrating
affixes are typically assigned one by one, starting with the suffix, with
the leftmost tone spreading leftwards on to any preceding syllables.
In fact, as suggested by Newman (1986, 2000) and Jaggar (2001),
the standard direction of association in Hausa is from right to left.
While this view may contradict the conventions proposed by Clements
and Ford (1979), who suggest a universal left-to-right spreading con-
vention, right-to-left association and spreading nevertheless appear
to be particularly well motivated by the empirical patterns of the
language.
To start with, tone patterns assigned to lexical bases are proba-

bly somewhat inconclusive, as argued by Schuh (1989, p. 257). He
discusses abstract L H sequences of quadrisyllabic lexical nouns and
observes that all three logically possible patterns are attested in the
Hausa lexicon: L-H-H-H (bùlāǵúrṓ̃ ‘trip’), L-L-H-H (gwàlàmníyā́ ‘speak-
ing unitelligibly’), and L-L-L-H (ànnàshùwā́ ‘feeling happy’).
The situation, however, becomes much clearer once we consider

grammatically assigned tone patterns: out of the 15 plural patterns
20Technically, synchronisation of tone and len lists is performed by unifi-

cation: in order to keep type hierarchies of tone and length values distinct, we
actually maintain a “shadow” list (--len) as part of our len definition, that will
have the same length as the main list, yet does not constrain the type of the list
elements, as shown below.
i. len-list := list ∧ [--len list]
ii. len-e-list := len-list ∧ e-list
iii. len-ne-list := len-list ∧ ne-list ∧ [--len < [ ] | 1 > , tl.--len 1 ]
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identified by Newman (2000) (cf. Table 1), 7 have an initial tonal
plateau and final alternation of H and L (classes II, III, VI, VII, IX,
XI, XIII), whereas only 1 class observes the opposite pattern (class
VIII), showing a fixed H-L-H-H melody. However, since the plurals
in this class are all quadrisyllabic, no really strong case can be made
for spreading of a final H. The remaining plural tone patterns are in-
conclusive, since they are either monotonal (all plateau), or show no
evidence of spreading (no plateau). Furthermore, the right-to-left per-
spective on assignment neatly aligns with the fact that any unambigu-
ous examples of tone-integrating affixes are suffixal.21 Considering the
tonal patterns within the verbal grade system (cf. Table 2), we find
this pattern confirmed: 8 out of 10 minimally bi-tonal patterns show
alternating tones on the right, while having a tonal plateau, a poten-
tial indicator of spreading, on the left. Furthermore, the two some-
what exceptional H-L-L patterns do feature spreading on the left with
quadrisyllabic verbs. Moreover, the point of transition between H and
L is always at a fixed distance when counting from the right, yet would
be variable when proceeding from the left.
Another piece of evidence in favour of an alignment between suf-

fixation and tone assignment comes from multiple suffixation of tone-
integrating affixes: as discussed in Newman (1986), regular Hausa past
participles are formed by affixation of a tone-integrating reduplicative
-aCC suffix, where C reduplicates the last consonant of the base, and
an agreement marker (-ē,-iyā,-ū). In the singular, the base is charac-
terised by an LH tone pattern, whereas the masculine and feminine
agreement markers -ē and -iyā carry high tone. In the plural, how-
ever, we observe a final H on the agreement marker -ū, preceded by
an all-L tone sequence.

21There are two not fully productive derivational patterns featuring both pre-
fixation and holistic tone assignment, namely agentive nouns and a subclass of
ethnonyms. However, since both patterns are circumfixal, i.e. they simultane-
ously involve suffixation, they do not provide conclusive counter-evidence to
the otherwise systematic observation that tone-integrating affixes are suffixal.
Moreover, as witnessed by the contrast between masculine and feminine agen-
tive nouns, choice of tonal pattern is most likely associated with the suffixal part
of the circumfix, rather than with the segmentally and tonally constant prefix. I
will discuss these in full in Section 5.4.2, including a generalised formal analysis
of tone spreading and prespecification.
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masculine feminine plural gloss
dàfáffḗ dàfáffíyā́ dàfàffū́ ‘cooked’
gāg̀àrárrḗ gāg̀àrárríyā́ gāg̀àràrrū́ ‘rebellious’
yàgàlgàlállḗ yàgàlgàlállíyā́ yàgàlgàlàllū́ ‘torn into pieces’

Table 3:
Hausa past participles

Newman (1986) explains these patterns by means of the interac-
tion of two tone-integrating suffixes: a tone-integrating LH participle
marker -aCC, and a tone-integrating LH plural marker -ū, which is in-
dependently attested in noun class IX, with identical segmental and
suprasegmental properties. While non-integrating singular agreement
affixes -ē and -iyā leave the LH participial tone pattern intact, suffixa-
tion of the tone-integrating plural marker -ū replaces the characteristic
participial tone pattern with that of the plural marker, again applied
from right to left.
Leben (1978) has suggested unifying the case of Hausa’s appar-

ent preference for right-to-left assignment and spreading with the left-
to-right convention (Clements and Ford 1979) standardly assumed
within autosegmental phonology at the time. He reanalyses the Hausa
participle facts, using a combination of lexical/morphological prespec-
ification and automatic left-to-right spreading of an initial floating
H: taking the example of Hausa past participle formation in Table 3
above, the tonal pattern of a form, such as gāg̀àrárrḗ, is analysed as
having a pre-linked tone on the past participle marker -aCC, preceded
by a floating H that associates (and spreads) from left to right. Simi-
larly, the pre-linked L will spread to the end of the word. While this
may work particularly well for the case at hand, given the identical
final tones, any explicit account of Hausa lexical tone assignment and
tone-integrating affixes will still have to establish the exact location
of pre-linked tones, which are found in this case at a fixed distance
from the edge only when counting from the right (cf., again the exam-
ples in Table 3). Thus, even if there is a credible analysis of spreading
from the left, pre-linking still needs to proceed relative to the right
edge. Finally, any approach that draws on pre-linking requires a non-
monotonic logic, since association of unassociated tones has to check
first whether or not a tone has already been assigned, which is not
necessary when using tone list constraints, as proposed here, which
are assigned in a fully monotonic fashion.
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There is, however, additional evidence for connecting spreading
to a standard right-to-left association in Hausa: while we do find unam-
biguous examples of toneless prefixes in the language (see Section 3.3),
there is no such unambiguous evidence for toneless suffixes. In contrast
to pluractional prefixes, which display an alternation of tone depend-
ing on that of the following tone, cases of toneless suffixes are mostly
non-existent, or inconclusive, like the past participle agreement mark-
ers discussed above, where the tonal specification is invariant (always
H in this case).
Another piece of evidence cited by Leben (1978) in favour of left-

to-right association comes from vowel epenthesis:22 the Hausa lexicon
has a rather small number of words that are consonant-final. Among
these, a subset has an alternate form, the use of which becomes oblig-
atory, for phonotactic reasons, in combination with the linker -n/-r
(see Section 3.2 above).

(15) HL-final bases
a. fâm – fámī ̀
‘pound’

b. àlhàmîs – àlhàmīśhī ̀
‘Thursday’ (Leben 1978, p. 207)

(16) H-final bases
a. bāb̀úr – bāb̀úrī ́
‘motorbike’

b. àlján – àljánī ́
‘imp’ (Leben 1978, p. 207)

(17) L-final bases
a. mālàm – mālàmī
‘teacher’

b. fénsìr – fénsìrī
‘pencil’ (Leben 1978, p. 207)

In order to provide a unified account of the final tone observed in
(15)–(17), Leben (1978) suggested that the epenthetic vowel itself is

22Thanks to one of the anonymous reviewers for pointing this out as potential
evidence favouring left-to-right association.
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toneless, which immediately accounts for the distribution of the falling
contour tone over the last two tone-bearing units in (15), and using
left-to-right spreading, for the tonal identity of the epenthetic vowel to
the preceding syllable in (16). As for L-final bases in (17), he suggested
spreading of the final L, paired with subsequent application of Low
Tone Raising (Leben 1971), a hypothesised productive rule of Hausa
that raises a low on heavy (CVC or CVV) final syllables when preceded
by a low tone.
However, there are several reasons to question the validity of this

analysis: first, epenthesis hardly enjoys the status of a productive rule
of the language. According to Newman (2000, p. 307), the major-
ity of consonant-final bases (over 250) in Hausa do not give rise to
epenthesis (e.g. mās̀hîn ‘motor cycle’), but rather use syntactic means
to encode, e.g. possessive and previous reference marking. Second,
the segmental make-up of the epenthetic form is not fully predictable
from that of the consonant-final form, whereas the short form can be
predicted from the long form: variation includes the quality of the
epenthetic vowel, which is mostly ī, but sometimes ū (18), the qual-
ity of the final consonant (19), and the length of the penult, which is
mostly long, but sometimes short (20).
(18) hàrâm – hàrāḿū̀

‘unlawful’ (Newman 2000, p. 307)
(19) ràsît – ràsīɗ́ī ̀

‘receipt’ (Newman 2000, p. 307)
(20) mùtûm – mùtúmī ̀

‘man’ (Newman 2000, p. 307)
Newman (2000) therefore reanalyses the final vowel as a latent

one, essentially proposing clipping rather than epenthesis, which en-
ables him to account in a straightforward way for the limited produc-
tivity, as well as their segmental, metrical, and tonal properties: all of
these can be derived on the basis of general, undisputed, fully regular
phonotactic properties of the language, invoking general restrictions
on coda segments (consonants), syllable weight (vowel shortening in
closed syllables), and tone (simplification of LH).
Finally, and most importantly, the status of Low Tone Raising as a

(synchronic) phonological rule of Hausa in itself is not unproblematic:
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as discussed in Newman and Jaggar (1989), systematic and sporadic
exceptions to this rule can be observed throughout the grammar of
Hausa: they cite seven phenomena in total (see Schuh 1989, for argu-
ments discarding lengthening in questions as intonational in nature)
where this rule is indisputably violated at the surface, including regu-
lar plural formation of augmentative adjectives, as illustrated in (26),
some imperatives, ideophonic adjectives, adverbs, and action nouns,
and recent loans from English. Furthermore, they argued that several
putative applications of this rule necessitate unorthodox assumptions
regarding word boundaries. Schuh (1989), in a reply to Newman and
Jaggar, argued that the generalisation expressed by Low Tone Raising
can be saved, once the conditions are suitably refined: he suggested
in particular that Low Tone Raising may only apply to sequences of
singly associated tones, not to spreading of a single L.23 However, this
specific refinement will not help in the case at hand, since Leben’s
analysis crucially depends on the combination of spreading and Low
Tone Raising in order to derive the surface patterns in (17), in partic-
ular, since he explicitly argued in his 1978 paper in favour of multiple
association over copying.
To summarise, lexical and morphological assignment of tone in

Hausa strongly militates for a right-to-left regime. With spreading,
both directions remain as an option, with right-to-left spreading keep-
ing an edge over its competitor, both in terms of a better match be-
tween association and spreading, and the empirical asymmetry regard-
ing the privileged existence of toneless prefixes vs. suffixes. The idea
of language-specific directions of association and spreading may run
counter to universalist ideas about uniformity: faced with the empir-
ical evidence in Hausa, however, it should appear as equally odd to
enforce a universalist left-to-right view of spreading, while still main-
taining the opposite picture for lexical and morphological tone assign-
ment. I shall therefore conclude that the analysis advanced by New-
man (1986, 2000) still remains valid.
Within the context of the current formal approach couched in

terms of tone list constraints, prevalence of a single, albeit language-

23Despite this qualification, Schuh (1989) equally rejected the status of Low
Tone Raising as a phonological rule of Hausa, picturing it rather as a lexical
constraint of the language.
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specific regime is actually a welcome result: given that a stack-like
typed list encoding of the tonal tier like the one proposed here con-
fines augmentative, modifying, and subtractive operations to one end
of the list, and spreading to the other, we shall give preference to
any analysis that treats assignment and association in a symmetrical
way. Moreover, a representation encoding both lexical and morpho-
logical holistic assignment in the same direction (from right to left)
not only facilitates the implementation of spreading by means of list
types, it is also beneficial to the treatment of agglutinative tone in a
suffixing language such as Hausa, essentially exposing the rightmost
tone(s) as the top of the stack, directly available for modification and
addition.

5.3 Suffixes and tone
Now that we have established a preferential direction for tone assign-
ment and spreading, I shall show how the phenomena we have consid-
ered so far can be represented in the context of a Head-driven Phrase
Structure Grammar (HPSG) of Hausa, crucially building on the afore-
mentioned typed tone lists.
5.3.1 Tone-integrating affixes
The first type of morphological rules I shall discuss pertains to tone-
integrating suffixes, i.e. holistic assignment of melodies. Throughout
this section I shall leave out the description of morphosyntactic and
purely morphological properties, focusing on segmental and supraseg-
mental changes instead.24 As depicted in Figure 7, the suprasegmental
effects of regular -ōCī suffixation are captured by means of constraints
on the tone and len lists, which are both encoded from right-to-left:
regarding vowel length, the rule ignores the last length specification
of the base and adds two specifications for long vowels. Length spec-
ifications for syllables other than the last are shared by the morpho-
logical mother ( l ). The segmental changes induced by the rule are

24For ease of exposition, I shall employ a feature structure encoding of the seg-
mental representation, rather than the string substitution patterns that are used
in the implemented grammar, which are conceived as a variant of string uni-
fication (Calder 1989). See Copestake (2002) for details of the orthographemic
machinery used in DELPH-IN (http://www.delph-in.net) grammars and pro-
cessing platforms.
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represented schematically on the seg list: the final vowel of the base
is suppressed and the last root consonant is reduplicated ( c ), with the
vowels o and i interspersed.

Figure 7:
Morphological rule for

noun class I plural formation



seg s ⊕ ¬ c , o, c , i
¶

supra
tone h*-list
len
¬
long, long | l
¶

dtr


seg s ⊕ ¬ c C, V¶
supra
tone list
len
­� � | l

·




The assignment of an all-H melody to the morphological com-
plex, however, directly makes use of the typed tone lists introduced in
Section 5.1 above. Note moreover that, with tone-integrating suffixes,
which indiscriminately ignore the tonal specification of the base, the
tonal description of the base is highly underspecified.
Class II suffixation is a variation on the same theme (Figure 8):

the base-final vowel is suppressed and replaced with -ai. Accordingly,
the length specification of the final syllable is constrained to be short:
again, this is modelled by suppressing the length specification of the
final syllable of the base, together with the addition of a short element
to that of the morphological complex.

Figure 8:
Morphological rule for noun class II

plural formation



seg s ⊕ ¬a, i¶
supra
tone ¬high | l*-list¶
len
¬
short | l
¶


dtr


seg s ⊕ ¬V¶
supra
tone list
len
­� � | l

·



The L+-H melody is again assigned independently of the tonal

make-up of the base. Instead of employing a tone-list constraint for the
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entire list, we specify non-spreading tones at the beginning of the list
(here: high) followed by a tone-list constraint on the remainder (l*-list).
5.3.2 Non-integrating suffixes
The second major type of morphological rules pertains to tone non-
integrating affixes. A trivial case is that of consonantal suffixes, which
do not add any tonal specification at all, as witnessed by the linker
in Figure 9: while a final -r is added to the list of segments, and the
length specification of the final syllable is adjusted to short,25 the tonal
specification of the base is merely passed on in its entirety ( t ).

seg s ⊕ ¬r¶
supra
tone t

len
¬
short | l
¶

dtr


seg s

supra
tone t

len
­� � | l

·




Figure 9:
Morphological rule for
“genitive” linker -r

A slightly more interesting example is contributed by the posses-
sive pronominal affix, as shown in Figure 10: here, the tone of the suf-
fix, and its length specification are added to the respective supraseg-
mental lists, with the tone ( t ) and len value ( l ) of the base being
identified only with the list remainder.

seg s ⊕ ¬ta¶
supra
tone ¬low | t

¶
len
¬
short | l
¶


dtr


seg s

supra
tone t

len l






Figure 10:
Morphological rule for possessive
pronominal suffix -tà

The final example of a non-integrating tone pertains to the pre-
vious reference marker -r/̀-ǹ: in terms of segmental information and

25Recall that there are no long vowels in Hausa closed syllables
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length specifications, the rule in Figure 11 is identical to that for the
linker in Figure 9, for obvious reasons. Tonally, however, this rule is
clearly distinct: while for L-final bases the tonal specification of the
base is carried along unaltered, affixation of the previous reference
marker changes a final H to a fall.

Figure 11:
Morphological rules for previous

reference marker -r ̀



seg s ⊕ ¬r¶
supra
tone ¬fall | t

¶
len
¬
short | l
¶


dtr


seg s

supra

tone
¬
high | t
¶

len
­� � | l

·




(a) H-final base

seg s ⊕ ¬r¶
supra
tone t

len
¬
short | l
¶

dtr


seg s

supra

tone t
¬
low, ...
¶

len
­� � | l

·




(b) L-final base

Having presented morphological rules for both tone-integrating
and tone non-integrating affixation, we are in a position to illustrate
how these rules interact. As an example, let us consider the posses-
sive of a class II plural noun, like tambayōyîn ‘the aforementioned
questions’. By way of illustration, we shall embed the tone-integrating
plural rule inside the non-integrating rule for the previous reference
marker, as shown in Figure 12.
Starting with the outer rule of previous reference marking, we

see that it constrains the final tone of the morphological complex to
be fall (under supra.tone.hd), just in case the base is H-final (under
dtr.supra.tone.hd). Similarly, it constrains the final length under
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seg s1 ⊕ ¬n¶

supra


tone
hd fall
tl t


len
hd short
tl l1





dtr



seg s1

�
s0 ⊕ ¬ c , o, c , i

¶�

supra



tone

h*-list ∧ ne-listhd high
tl t h*-list



len


hd long

tl l1

hd long
tl l0






dtr


seg s0 ⊕ ¬ c C, V¶
supra
tone list
len
­� � | l0

·






Figure 12:
Interaction between tone-integrating
and non-integrating affixation

supra.len.hd to short, a specification that replaces the final length
specification of the base (cf. Figure 11 for the rule in isolation). The
inner rule of class I plural formation constrains its mother to be all-H:
cf. the constraint h*-list under dtr.supra.tone. Given that the outer
rule references the first element (and, for that matter, the list remain-
der) on this underspecified h*-list, the list type is coerced into the type
ne-list. Given our hierarchy of list types in Figure 5, the most general
subtype that is both of type h*-list and ne-list is h*-ne-list. Thus, the con-
junction of two types will automatically resolve to the most general
subtype of the two, if defined, or otherwise yield a unification failure.
Resolution to the subtype, however, automatically enforces any fur-
ther constraints associated with this type, such as the constraint that
the hd value be high and the tl value a list of type h*-list, enforcing
the constraint on dtr.supra.tone.tl, in our example. Since the con-
straint on the expanded type h*-ne-list is compatible with that of the
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outer rule, rule application succeeds and the underspecified spread-
ing list constraint is pushed one element down. Let us suppose that
we had tried to apply the outer rule to a base specified as l*-list: in
this case, a constraint restricting the first element of this list to high
will equally trigger the expansion of l*-list to l*-ne-list. However, the
value of hd imposed by the outer rule (high) will fail to unify with
that of the type constraint (low), blocking application of the rule in
this case, as desired. Thus, underspecified list constraints expand, as
required, whenever any of their members are accessed. As a result,
constraints on tonal identity are virtually present, without our having
to keep track of the number of instances they may apply to, ultimately
providing us with a very general and efficient approach.
5.4 Prefixes and tone
Having discussed the two major modes of operation for suffixation, we
shall now turn to the more restricted cases of prefixation. First, I shall
discuss how the present approach to spreading naturally extends to
toneless prefixes, and then address the phenomenon of tonally pre-
specified prefixes that I have glossed over in the discussion so far. Fi-
nally, I shall generalise the present approach in such a way as to permit
morphological operations on tone with both prefixation and suffixa-
tion, and show how this integrates with our approach to spreading.
5.4.1 Toneless prefixes
I have argued in the previous section that the overwhelmingly suffixal
nature of Hausa, both segmentally and suprasegmentally, favours a
representation of tone and length that facilitates access on the right,
and I have therefore suggested encoding both tone and len lists from
right to left. While this is certainly a reasonable decision, we still need
to provide a solution for the few cases of prefixation that nevertheless
exist in the language.
One such instance of prefixation was observed in Section 3.3: plu-

ractionals in Hausa are formed by prefixation of a segmentally under-
specified reduplicative syllable (CVC-). From a tonal perspective, we
observed that pluractionals constitute another case of holistic assign-
ment of melodies, including spreading. While prefixation of segmen-
tal material poses no problem for the formalism in use (the imple-
mentation of string unification provides both prefix and suffix con-
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structs), this is not the case for suprasegmental information, such as
vowel length, which is represented using a feature structure encod-
ing of lists. As stated in Section 5.1, in lean typed feature formalisms
without relational constraints, arbitrary manipulations are easy at the
beginning of the list, yet harder at the end of lists of indeterminate
or arbitrary length. If, however, we only need to add elements to the
end of a list, unification provides a solution: difference lists (familiar
from Prolog, for example, Clocksin and Mellish 1981, Chapter 3.8)
extend the functionality of ordinary lists by maintaining a pointer to
the (open) end of the list, represented here as the feature last. As
illustrated in Figure 13, concatenation of two lists then proceeds by
unifying the last feature of the first difference list with the list fea-
ture of the second list. Since the last feature of the first difference
list is token identical with the list remainder of that difference list’s
list value, the second list will just wind up at the end of the first. In
order to facilitate further list concatenation, the last feature of the
newly formed difference list will be identical to the last feature of
the second list.list ¬long, long | 1

¶
last 1

+
list 1
¬
short | 2
¶

last 2


=
list ¬long, long, short | 2

¶
last 2



Figure 13:
List concatenation using
difference lists

How is this applied now to the task at hand? In order to integrate
length prefixation by means of difference lists, the first thing we have
to do is to provide a list representation for the suprasegmental prefix
information, and a principle that ensures concatenation using unifi-
cation. To this end, I shall introduce the feature prefix which takes
as its value a suprasegmental structure consisting of tone and len
difference lists. In a strictly analogous fashion, I shall generalise the
tone and len lists under supra to be difference lists. As depicted in
Figure 14, concatenation of the prefixal tone and length lists can be
effected by a principle that identifies the end of the suprasegmental
lists of the base with the beginning of the prefixal lists. Since we still
want to be able to modify, add, or delete tone and length specifica-
tions at the beginning of the suprasegmental list, we do not constrain
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the beginning of the lists under supra to be identical to the beginning
of the lists under dtr, but rather leave this to the individual morpho-
logical rules.

Figure 14:
Concatenation of dtr and prefix

difference lists



supra



tone
list list
last t3


len
list list
last l3



prefix


tone
list t2

last t3


len
list l2

last l3







dtr


supra


tone
list list
last t2


len
list list
last l2









Let us now consider the morphological rule for pluractionals,
shown in Figure 15: apart from the prefixation of segmental mate-
rial (on seg), the rule specifies a prefixal length specification for a
short vowel under supra.prefix.len, as well as an underspecified
prefixal tone.26

According to the principle in Figure 14, the lists of prefix tone
and syllable specifications under supra.prefix will be appended to
the lists under dtr.supra, and the last value of the resulting lists
on supra will be set to the last values on the prefix lists. Since
pluractional prefixation does not involve any changes at the right end
of the base and, more importantly, no suprasegmental ones, we equate
the beginning of the lists on supra with those on base.

26This is mainly for symmetry: since tone assignment is holistic, using open
list constraints, and tone lists are synchronised with len, we might just as well
have specified an empty difference list here.
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seg
¬

c , v , c , c , v
¶⊕ s

supra



tone
�
list t
�

len
�
list l
�

prefix


len
list ¬short | l

¶
last l


tone
list ­� �| e

·
last e







dtr


seg
¬

c C, v V
¶⊕ s

supra
tone �list t

�
len
�
list l
�





Figure 15:
Pluractional rule for trisyllabic bases

Holistic assignment of tone melodies to verbs depends essentially
on the inflection class (grade), the particular paradigm cell (frame in
Hausaist terminology) and the syllable count. Since prefixal syllables
will wind up on the supra.len list of pluractionals, we can select
the appropriate melody, just as we would do with ordinary bisyllabic
or trisyllabic verbs. Furthermore, given bijection between tone and
length specifications at the word level, tone-list constraints will be
expanded to exactly the right number of syllables, triggering spreading
whenever the number of length (=syllable) specifications surpasses
the number of tones.27

5.4.2 Tone-specified prefixes
The second type of prefixation we are going to investigate concerns
tone-specified prefixes, as witnessed by two derivational processes of
the language: agentive nouns and ethnonyms.28

27 In a purely technical sense, the syllable count can of course never surpass the
number of tones, owing to the fact that we consistently use tone-list constraints,
which can denote lists of arbitrary length. But, for the purposes of clarity, I shall
continue to use the current wording.

28 I have deferred discussion of these data to this point, essentially for ex-
pository purposes: as we shall see shortly, an integrated account of prespecified
prefixal tone with spreading calls for a revision of our treatment of spreading
that would otherwise have been difficult to grasp.
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Agentive nouns in Hausa are derived by prefixation of a high short
syllable ma, and a gender/number marking suffix, which is -ē for mas-
culine singular, -ìyā for feminine singular, and -ā for plural. The pre-
fixal ma- can also be found in other deverbal nominalisations, like in-
strumentals (mabūɗ̀ī ‘key/opener’) and locatives (maƙērā ‘smithy’), the
latter of which, however, differ from agentives not only in the choice
of the suffix, but also in terms of their tonal specification, carrying an
all-H melody. Amongst the agentive nominalisations, the masculine
singular and plural forms deserve particular attention: as described
e.g. by Newman (2000) and Jaggar (2001), these forms are charac-
terised by an LH melody, with the initial L spreading to the left, up
to, but excluding the prefixal high ma-. Note that, again, we are deal-
ing with tone-integrating affixes here, indiscriminately replacing the
lexical tone specification with a holistic melody.

(21) a. húkùntā́ ‘to judge’ – máhùkùncī ́ ‘judge (m)’ –
máhùkùntā́ ‘judges’ (Newman 2000, p. 52)

b. tsṑrátà ‘be afraid’ – mátsṑràcī ́ ‘a coward (m)’ –
mátsṑràtā́ ‘cowards’ (Newman 2000, p. 52)

While it is difficult to find examples of agentive nouns derived
from quadrisyllabic bases, a spreading analysis of the LLH pattern ob-
served with trisyllabic bases can instead be motivated by the tonal
properties of agentive nouns with bisyllabic or monosyllabic bases.

(22) a. ƙḗrā̀ ‘to forge’ – máƙḕrī ́ ‘smith (m)’ –
máƙḕrā́ ‘smiths’ (Jaggar 2001, p. 108/p. 13)

b. sṓ ‘to want’ – másṑyī ́ ‘lover (m)’ –
másṑyā́ ‘lovers’ (Jaggar 2001, p. 108)

c. shā́ ‘to drink’ – máshāỳī ́ ‘drinker (m)’ –
máshāỳā́ ‘drinkers’ (Jaggar 2001, p. 108)

As can be witnessed in (22), agentive nouns of monosyllabic and
bisyllabic bases essentially assign an LH-pattern. Under a spreading
account, this pattern directly generalises to trisyllabic bases, as wit-
nessed by (21), yielding L+-H.
The second piece of data illustrating spreading up to a prespec-

ified prefixal tone is contributed by certain ethnonyms. As shown
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in (23), singular ethnonyms of this type29 are marked by a short low
prefix bà- and a tone-integrating suffix -ē with an HL melody for mas-
culine, and -iyā with HLH for feminine.

(23) a. Fàránsà ‘France’ –
Bàfáránshḕ (m), Bàfáránshìyā́ (f), Fáránsāẃā́ (pl)
‘French’ (Newman 2000, p. 171)

b. Jāḿùs ‘Germany’ –
Bàjāḿúshḕ (m), Bàjāḿúshìyā́ (f), Jāḿúsāẃā́ (pl)
‘German’ (Newman 2000, p. 171)

(24) Dàmágàrám ‘Damagaram’ –
Bàdámágárḕ (m), Bàdámágárìyā́ (f), Dámágárāẃā́ (pl)
‘person from Damagaram’ (Newman 2000, p. 171)

With quadrisyllabic instances of this derivational pattern, we ob-
serve an LHHL surface melody: although the medial H-H sequence in
(23) may already be indicative of spreading, the pentasyllabic example
in (24) shows more convincingly that we are again facing spreading
to the left, up to the prespecified prefixal tone.
The phenomenon of spreading up to some prespecified tone

presents a challenge to the implementation of spreading proposed
so far: since constraints in the formalism are inviolable,30 the h*-list
constraint accounting for the sequence of H will inevitably impose
a high tone specification for the prefix, leading to a unification fail-
ure. Crysmann (2009) suggested circumventing this issue by assigning
non-spreading tones in these few cases. Even if not particularly ele-
gant, a solution along these lines is nevertheless feasible, since the
complexity of the tone lists is quite limited: in fact, pentasyllabic
cases are quite rare – the example in (24) appears to be the only one
cited by Newman (2000) – and the existing patterns could be broken
down into three sub-patterns, according to syllable count. Similar ob-
servations regarding the complexity of tone patterns can be made for

29Besides the pattern discussed here, which is the more common, though still
not fully productive one, there is also a non-integrating tone pattern, i.e. one
where base tone is preserved. See Newman (2000, p. 142) for details.

30The LKB does provide default constraints, which could be put to use here.
However, none of the efficient processing platforms, such as Pet (Callmeier
2000) or Packard’s Ace (Crysmann and Packard 2012), support this.
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agentive nouns. Furthermore, the formation of ethnonyms is limited
in productivity, with new forms favouring an analytical construction
instead:
(25) a. Pàlàsɗīńù ‘Palestine’ –

ɗán/mùtúmìn Pàlàsɗīńù (m.sg), Pálásɗīńāẃā́ (pl)
‘Palestinian’ (Newman 2000, p. 174)

b. Bósníyà ‘Bosnia’ –
ɗán/mùtúmìn Bósníyà (m.sg), Bósníyāẃā́ (pl)
‘Bosnian’ (Newman 2000, p. 174)

While these observations regarding productivity and complexity
are certainly valid, they can hardly obscure the fact that we would
miss a generalisation here. Even if it can be shown, with respect to
Hausa, that this will not lead to any serious problems regarding weak
generative capacity, the current solution will certainly not scale up
to other tone languages that feature both spreading and prespecified
prefixal and suffixal tone.
I therefore propose a generalised approach to spreading that

caters for the possibility of prespecified tone. To this end, I shall in-
tegrate into the feature structure of tone lists an additional stack of
tones to be assigned from the left inwards: the feature left.
As depicted in Figure 16, an H tone spreading list with a leftmost

L (l-h*-list) does not directly specify the quality of the tone on its list
elements (hd), but will rather assign the elements specified on left
one-by-one backwards from the end of the (primary) tone list.

Figure 16:
H tone spreading
with prespecified

initial L



l-h*-ne-list
left r

hd t

tl


l-h*-list

left
hd t

tl r





(a) Recursion


l-h*-e-list

left
hd low
tl h*-list




(b) Termination

The prespecified tones themselves are associated with the end of
the tone list: i.e. the empty list type l-h*-e-list specifies on the left list,
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
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Figure 17:
Sample analysis
of L-H+-L
assignment to
quadrisyllabic
words

from left to right, the prefixal tones, followed by a list constraint per-
taining to the spreading tone. As dictated by the constraint on the non-
empty l-h*-ne-list, these tones are assigned one-by-one to hd, starting
from the end of the tone list. Once the prefixal non-spreading tones
on the left list are exhausted, this constraint will insert instances of
the spreading tone.
Let us briefly consider a sample analysis of a quadrisyllabic eth-

nonym with an L-H+-L melody, as shown in Figure 17: the morpho-
logical rule of ethnonym formation will assign a final L tone to the
beginning of the tone list (hd), together with an l-h*-list constraint on
the remaining tones (tl). Owing to synchronisation with the len list,
the tone list will be constrained to be exactly 4 elements long, thus au-
tomatically triggering recursive expansion of the l-h*-list constraint,
specialising intermediate types to l-h*-ne-list, and the end of the list
to l-h*-e-list, thereby instantiating the left list with <low | h*-list>.
Based on the constraints associated with the type l-h*-ne-list, these
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tones are inserted backwards, one-by-one on to the tone list, trigger-
ing expansion of h*-list to h*-ne-list as necessary.
The generalised approach to spreading I have just proposed essen-

tially synthesises the proposals by Newman (2000) and Leben (1978):
while primary organisation is indeed right-to-left, including recursive
propagation of tone-list constraints, actual instantiation with concrete
surface tone constraints proceeds left-to-right. Thus, rather than stip-
ulating a universal direction of assignment, the formal means offered
by a lean unification formalism inherently constrain assignment to an
outside-in regime.

5.5 The expressive power of tone-list constraints
We have seen so far how a purely unification-based approach to tone
assignment and spreading by means of tone-list constraints can pro-
vide for an efficient implementation of morphological tone within the
context of a computational grammar of Hausa. In this section, we shall
investigate now on a more abstract level what functionalities the cur-
rent approach provides, in general, and try to assess to what degree
this approach may scale up to the computational treatment of mor-
phological tone in general.
Owing to the pure feature structure encoding of lists, non-aggluti-

native operations on tone and length, i.e. deletion or modification, are
generally easier to specify at the beginning of the list, rather than at
its end, thereby favouring right-to-left encoding for predominantly suf-
fixal, and left-to-right encoding for predominantly prefixal languages.
Furthermore, we have established that prefixation of syllable length
specifications in a suffixing language can be integrated with an over-
all right-to-left organisation, by means of difference lists. In the ab-
sence of spreading, the difference list approach could be straightfor-
wardly applied to tone as well. If, however, as we have seen in Hausa,
such prefixal tones are prepended to spreading tones, it is vital to feed
these prefixal tone specifications as floating tones of a generalised tone
spreading constraint.
Having now established that suprasegmental representations can

be augmented at either end, one aspect in need of further elabora-
tion is the question of “feature-changing” operations: while alignment
with a preference regarding morphological composition will ensure
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that the majority of such operations will be supported by the chosen
direction of suprasegmental encoding, the question still remains as to
what degree such operations will be possible at the disfavoured end.
Essentially there are two answers to this question: strictly regarding
the treatment of prefixation formulated above, where contributions
on the prefix difference lists are immediately concatenated with the
suprasegmental lists of the base, subsequent feature-changing oper-
ations targeting the prefix will be inexpressible. However, a simple
change regarding the principle governing list composition will greatly
extend the expressive power of the current approach: instead of imme-
diately concatenating prefixal tones, we can delay concatenation up
to the next prefixal morphological rule. Once we do this, any imme-
diately subsequent prefixation rule will have a privileged data struc-
ture to operate on, namely the suprasegmental specification of the
previously attached prefix, which can then be modified or deleted, if
appropriate.
To summarise, typed list constraints provide a powerful mech-

anism to incorporate analyses inspired by autosegmental phonology
into HPSG-style computational grammars, building solely on unifi-
cation. The constraints and representations I have proposed in this
paper permit automatic spreading, as well as addition, modification
and subtraction of tonal material at both the right and left end of the
tonal representation. Crucially, this formalisation differs from tradi-
tional autosegmental approaches in two respects: first, descriptions
are surface-oriented. Thus, instead of pre-linking, delinking, and re-
spreading, I use direct specification of tones and melodies, plus lo-
cal modification by morphological rules. Second, the association con-
vention used here is a simple bijective relation between tones and
tone-bearing units. As a consequence, there is no double association,
but contour tones are represented as such. Generalisation over tone
classes, e.g., fall and low, can instead be achieved by means of a tonal
type hierarchy.
There is, however, one remaining limitation: owing to the mono-

tonic nature of the constraint formalism, there can only ever be
one spreading tone within a morphological domain. In Hausa, plu-
rals of augmentative adjectives provide a case where more than
one indisputable instance of spreading exists within a morphologi-
cal complex.
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(26) a. tánkwálḗlḕ (sg.m) – tánkwálā-́tànkwàlā̀ (pl)
‘large and round’ (Newman 2000, p. 25)

b. búllúƙī ́ (sg.m) – búllúƙā-́bùllùƙā̀ (pl)
‘huge’ (Newman 2000, p. 25)

c. tsālḗlḕ (sg.m) – tsālā-́tsāl̀ā̀ (pl)
‘tall and slender’ (Newman 2000, p. 76)

As illustrated in (26), these plurals are formed using total redu-
plication, assigning an H+ tonal pattern to the base on the left and an
L+ pattern to the reduplicant on the right.
However, a purely phonological approach to reduplication is al-

ready computationally expensive, independently of the question of
tone assignment: in contrast to partial reduplication, there is no princi-
pled upper bound on the number of cross-serial dependencies between
segments. Thus, from a purely segmental perspective, it is advisable to
approach such formations in terms of a compound structure involving
two like bases. If, however, total reduplication is best viewed as involv-
ing compounding of two minimal morphological words, the instance
of multiple spreading within the larger morphological complex can be
broken down into two independent spreading processes within the two
minimal morphological words that contribute to the compound struc-
ture. It remains to be seen whether there are languages (other than
Hausa) that feature unmistakable instances of multiple spreading, i.e.
extended sequences of like tones that are demonstrably independent
of syllable count, outside the domain of total reduplication, or, more
generally, outside morphologically compound structures.

6 conclusion

In this paper, I have argued for a highly efficient encoding of supraseg-
mental information for the treatment of tone and length in a compu-
tational grammar of Hausa using typed list constraints. Investigating
a range of morphological processes in the language, I have shown that
manipulations of length and segmental material are of a highly local
nature, as opposed to tonal operations that require non-local spec-
ification of melodies, including automatic spreading, in addition to
agglutinative processes. I have argued that typed list constraints pro-
vide an efficient way of underspecifying spreading, and I have shown
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how “feature-changing” processes, such as modification and deletion,
as well as prespecified tones, can be integrated with monotonic list
constraints, thus covering the full range of phenomena pertaining to
lexical and grammatical tone in Hausa.
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The frequency of intensional and non-first-order definable operators
in natural languages constitutes a challenge for automated reasoning
with the kind of logical translations that are deemed adequate by for-
mal semanticists. Whereas linguists employ expressive higher-order
logics in their theories of meaning, the most successful logical rea-
soning strategies with natural language to date rely on sophisticated
first-order theorem provers and model builders. In order to bridge the
fundamental mathematical gap between linguistic theory and compu-
tational practice, we present a general translation from a higher-order
logic frequently employed in the linguistics literature, two-sorted Type
Theory, to first-order logic under Henkin semantics. We investigate al-
ternative formulations of the translation, discuss their properties, and
evaluate the availability of linguistically relevant inferences with stan-
dard theorem provers in a test suite of inference problems stated in
English. The results of the experiment indicate that translation from
higher-order logic to first-order logic under Henkin semantics is a
promising strategy for automated reasoning with natural languages.

1 introduction

One of the big challenges for applying automated inference to natural
language input comes from a stark discrepancy in the preferred logical
languages in theoretical semantics on the one hand and in computa-
tional semantics on the other. Theoretically-minded linguists custom-
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arily employ expressive higher-order logics in their theories of mean-
ing in order to elegantly account for important and intricate features
of the human language such as intensionality and generalized quan-
tifiers. In contrast to these established linguistic theories, the most
successful logical reasoning strategies with natural language rely on
theorem provers and model builders for first-order logic. Advanced
and sophisticated theories of meaning thus seem entirely out of reach
for applications of automated reasoning, and any hope for adequate
logic-based reasoning with language may seem doomed even before
we start to consider additional challenges such as the necessary inte-
gration of world knowledge and discourse pragmatics.
To cope with the discrepancy, previous work by Bos and Markert

(2006) on applying first-order inference tools to natural language in
part approximated intensions and higher-order quantification in first-
order logic, and in part ignored their role in language. Of course, this
strategy restricts the fragment of natural language that can be treated,
and it forces computational semanticists to recast the theories of for-
mal linguists in a different logical language. Analyses of intensional
contexts in terms of possible worlds can be simulated in first-order
logic by adding worlds to the first-order structure (Lewis 1968), but
some generalized quantifiers such as ‘most’, when given a plausible
formal definition of their meaning, can be shown not to be express-
ible in first-order logic (Barwise and Cooper 1981).
However, on second glance, all hope is not lost for wielding the

higher-order descriptions of formal semanticists in computational en-
vironments in a more direct, systematic and comprehensive fashion.
A standard approach to automated inference with higher-order logic
outside of linguistics exploits a reduction to first-order logic that is
complete for Henkin semantics, a semantics for higher-order logic that
is weaker than the standard semantics, but for which complete proof
systems exist. In this paper, we explore the application of this idea to
natural language input, starting our inferencing toolchain with logical
representations for natural language sentences couched in two-sorted
Type Theory (Ty2, Gallin 1975), one of the standard higher-order log-
ics favored by formal semanticists.
The inferencing architecture we will introduce thus avoids an

error-prone and ad-hoc case-by-case approximation of higher-order
phenomena that requires a separate verification of the adequacy of
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each hand-encoded solution. Instead reasoning starts with the original
higher-order representations of linguists, which are reduced to first-
order logic by a systematic translation with well-understood proper-
ties. Rather than being tailored to specific linguistic applications, the
present proposal provides a general translation of full higher-order
logic, and the fine-grained semantic representations of the formal se-
mantics literature are accepted as input without any modification.
This means that higher-order representations of challenging natural
language facts can be developed independently of implementations in
formalisms familiar to semanticists without having to worry about a
possible manual reduction to first-order logic, and the original rep-
resentations may then serve as input to automated reasoning. Since
the semantics of higher-order logic is preserved in the translation pro-
cess (in a sense to be elucidated shortly), the first-order translation is
guaranteed to be adequate for any input.
We begin by defining a Henkin semantics for Ty2 and illustrating

how it differs from its standard semantics, arguing that Henkin se-
mantics is not only formally interesting but also adequate for reason-
ing with natural language. After defining two translations of different
logical strength from higher-order logic to first-order logic and de-
scribing their mathematical properties, we assess the practical value
of the general strategy outlined above with a test suite of natural-
language inference problems that focuses on phenomena that have
figured prominently in linguistics. Test items that encode reasoning
problems in natural language are translated into Ty2 under standard
semantic analyses derived from Montague’s seminal PTQ fragment of
English (Montague 1973), and from there into first-order logic by our
Henkin-complete translation function. We then apply standard first-
order inference tools to evaluate the feasibility of automated reason-
ing on the resulting first-order translations.
In Section 2, we introduce the formal definition of Henkin seman-

tics and argue that it provides much of the proof-theoretic strength
needed to formalize linguistically relevant natural language infer-
ences. Section 3 defines a systematic translation from Ty2 to first-order
logic and its properties. Section 4 is devoted to the evaluation of the
approach, presenting a grammar fragment with meaning postulates,
the test suite, and the results of our experiments. In the remaining sec-
tions we discuss related work and future perspectives. The appendix
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contains axioms for the translations, essential proofs of their prop-
erties, meaning postulates for lexical items in our grammar, and the
test suite.

2 henkin semantics for ty2
Validity in first-order logic is semi-decidable, while validity in higher-
order logic is not. It follows that there can be no computable transla-
tion from higher-order logic to first-order logic that is both sound and
complete for standard semantics. However, Henkin (1950) showed
that higher-order logic can be given a natural semantics such that the
valid formulae are exactly the theorems of a certain formal calculus.
As all semi-decidable problems are reducible to first-order theorem
proving, the task of proving higher-order theorems for Henkin seman-
tics can in principle be reduced to first-order theorem proving.
While not every higher-order tautology is valid for Henkin se-

mantics, we will demonstrate that certain linguistically interesting
higher-order theorems that are not expressible in first-order logic in-
deed are. This observation subsumes, for instance, many natural infer-
ences licensed by the quantifier ‘most’, which is undefinable in first-
order logic.
2.1 Ty2
We assume two-sorted Type Theory (Ty2), a standard language for
formalizing semantic analyses for natural language (see, e.g., Groe-
nendijk and Stokhof 1982), as representation language.
Classical type theory as formulated by Church (1940) has only

two basic types, e for entities and t for truth values (ι and o in Church’s
notation). Ty2 has two basic types apart from t, namely e for entities
and s for possible worlds. Since classical type theory consists of those
expressions of Ty2 in which types containing s do not occur, our trans-
lation below can also be applied to analyses in classical one-sorted
higher-order logic.
Let us first define the syntax of Ty2, and Henkin semantics. The

presentation essentially follows Gallin (1975).
Definition 1. Types is the smallest set such that:

• s, e, t ∈ Types,
• if σ,τ ∈ Types, then 〈στ〉 ∈ Types.
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t is the type of the truth values true and false, s is the type of
possible worlds, and e the type of entities. 〈στ〉 is the type of func-
tions mapping objects of type σ to objects of type τ. We let cn be an
enumeration of the words over some finite alphabet.
Definition 2 (Syntax of Ty2). The set LTy2 of Ty2 terms is the smallest
set such that:

• for every type τ and every n ∈ N, xn
τ ∈ LTy2 (variables),

• for every type τ and every n ∈ N, cn
τ ∈ LTy2 (constants),

• if α〈στ〉 and βσ are in LTy2, then (αβ)τ is in LTy2 (function applica-
tion),

• if ατ is in LTy2, then (λxn
σατ)〈στ〉 is in LTy2 for every n ∈ N (lambda

abstraction).
For every type σ, the constants ∀̇σ〈〈σt〉t〉 (universal quantifier over

objects of type σ), ∃̇σ〈〈σt〉t〉 (existential quantifier), ισ〈〈σt〉σ〉 (choice oper-
ator), and ≡̇σ〈σ〈σt〉〉 (equality) are constants of LTy2.1 Moreover, ¬̇〈t t〉,
∧̇〈t〈t t〉〉, ∨̇〈t〈t t〉〉 and →̇〈t〈t t〉〉 are constants of LTy2. The dots are intended
to prevent confusion with the corresponding logical symbols of first-
order logic. Furthermore, for all types σ,τ,ρ, we assume the combi-
nator symbols Iσ〈σσ〉, Kσ,τ

〈σ〈τσ〉〉, and Sρ,σ,τ
〈〈ρ〈στ〉〉〈〈ρσ〉〈ρτ〉〉〉. These are all logical

constants. In addition, there is a countably infinite supply of non-logical
constants for every type.
As the definition indicates, we write α,β , ... for meta-variables for

terms, c for meta-variables for constants, and σ,τ for meta-variables
for types. Terms of the form (λxα) are called lambda abstracts.
Wewill also needweaker versions of Ty2 that contain fewer terms:

Definition 3 (Restrictions of Ty2). Let C be a non-empty set of vari-
ables, constants and lambda abstracts. The language L CTy2, the restriction
of Ty2 to C , is the smallest set such that:

• C ⊆L CTy2,
• whenever α ∈ C , then every sub-term of α is also in L CTy2,
• if α〈στ〉 and βσ are in L CTy2, then (αβ)τ is in L CTy2 (function applica-
tion).

1The superscript types are regarded part of the constants’ names. Generally,
we formalize polymorphic constants as families of constants whose names con-
tain the type parameters.
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Following standard practice in formal semantics, we employ some
abbreviations and conventions that make Ty2 terms look more similar
to first-order formulae: Types are omitted where redundant. ∀xσ and
∃xσ denote ∀̇σλxσ and ∃̇σλxσ, respectively. Variables are often repre-
sented by letters other than x , and without a number superscript. In
particular, variables of type s are often denoted by w, and variables
over propositions, properties and other higher-order objects by P or
Q. Functional application is written in an ‘uncurried’ functional nota-
tion: P(x , y(z)) stands for ((P x)(yz)). Logical constants such as →̇ and
≡̇ are rendered in infix notation.
2.2 Henkin semantics
Henkin semantics was originally introduced by Henkin (1950) for one-
sorted type theory, but the generalization to Ty2 is straightforward
(Gallin 1975, p. 59). We will use a more general variant in which the
universes for higher types may be empty, which will be needed for a
weak version of our translation.
Definition 4. A frame D is a collection of mutually disjoint sets
{Dσ}σ∈Types such that:
1. De, Ds ̸= ;,
2. Dt ⊆ {T, F},
3. for 〈στ〉 ∈ Types, D〈στ〉 is a (possibly empty) set of functions from Dσ

to Dτ.
An L CTy2-assignment v with respect to a frame D is a mapping from

V C , the variables ofL CTy2, into the domain of D such that variables of type
σ are mapped to elements of Dσ.2 An L CTy2-interpretation I is a mapping
from the constants of L CTy2 to D such that constants of type σ are mapped
to elements of Dσ, and, for every type σ, the following conditions hold:
1. If ∀̇σ ∈ L CTy2, then I (∀̇σ)(x) = T if and only if x(y) = T for every

y ∈ Dσ.
2. If ≡̇σ ∈ L CTy2, then I (≡̇σ)(x)(y) = T if and only if x= y (x,y ∈ Dσ).
3. If ¬̇ ∈ L CTy2, then I (¬̇)(x) = T if x= F and F if x= T .
4. If ∧̇ ∈ L CTy2, then I (∧̇)(x)(y) = T if and only if x= y = T .
2Note that L CTy2-assignments w.r.t. D only exist when Dτ ̸= ; for all xn

τ ∈ C ;
mutatis mutandis, the same holds for interpretations.
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5. Analogous definitions are assumed for other connectives and ∃̇σ.
6. If ισ ∈ L CTy2, and g ∈ D〈σt〉 is such that g(x) = T for some x ∈ Dσ,

then g(I (ισ)(g)) = T . Otherwise, g(I (ισ)(g)) = F .
Informally, ι selects an element out of every non-empty set. Because
of this property, ι is called a choice operator.

7. Appropriate equations are assumed for the combinators.3

Given a frame D, an L CTy2-interpretation I , and an assignment v, the
interpretation function ⟦·⟧vD,I is defined on the terms of L CTy2 by induction
as follows:
1. if xn

σ ∈ V C , then ⟦xn
σ⟧vD,I := v(xn

σ),
2. if cn

σ ∈ L CTy2 is a constant, then ⟦cn
σ⟧vD,I := I (cn

σ),
3. if (α〈στ〉βσ)τ ∈ L CTy2, then ⟦αβ⟧vD,I := ⟦α⟧vD,I

�⟦β⟧vD,I
�
,

4. if (λxn
σατ)στ ∈ L CTy2, then ⟦(λxn

σατ)στ⟧vD,I := the function f : Dσ→
Dτ such that f (x) := ⟦ατ⟧v[xn

σ 7→x]
D,I ,4

where the third and the fourth clause result in an undefined value if⟦β⟧vD,I ̸∈ Dσ, or if ⟦α⟧vD,I is not defined.

Definition 5. A frame D with anL CTy2-interpretation I is called a general
L CTy2-model if, for every L CTy2-assignment v and every term ασ ∈ L CTy2,⟦ασ⟧vD,I is a well-defined element of Dσ. A term αt is called aL CTy2-Henkin
tautology iff ⟦αt⟧vD,I = T for all general L CTy2-models D and all L CTy2-
assignments v.

IfC contains all logical constants, we refer toL CTy2-Henkin tautologies
simply as Henkin tautologies, and to generalL CTy2-models as generalLTy2-
models.

A generalLTy2-model 〈D,I 〉 is called a full model if, for every 〈στ〉 ∈
Types, D〈στ〉 contains all functions from Dσ to Dτ. A term αt is called a
tautology in the standard sense if ⟦αt⟧vD,I = T for all full models 〈D,I 〉
and all assignments v.

3When C does not contain all lambda abstracts, the presence of the (finitely
many) combinators still yields the full strength of Henkin semantics as it is usu-
ally defined. However, as we will mostly be concerned with weaker versions of
Henkin semantics, the combinators play no role for our immediate purposes, and
we omit the equations for reasons of space. See Hindley and Seldin 2008, p. 110,
for the necessary equations.

4Note that v[xn
σ 7→ x] is a L CTy2-assignment, as xn

σ ∈ C .

[ 519 ]



Michael Hahn, Frank Richter

Informally, there are two types of models for higher-order logic.
Full models are defined by the requirement that they contain any
higher-order function over their domain that in principle exists. Gen-
eral L CTy2-models are only required to provide some interpretation for
every term of L CTy2. The notion of ‘general model’ is in turn graded by
the set C : having more elements in C results in a stronger semantics,
i.e., a semantics that allows fewer models.
Every full model is also a generalL CTy2-model for every C , but the

converse does not hold: some generalL CTy2-models are not full models.
Similarly, if C ⊆ D, then every general L DTy2-model is also a generalL CTy2-model. There is an inverse relationship between the sets of tau-
tologies for the various notions of semantics. Since every full model is
a general model, all L CTy2-Henkin tautologies hold in every full model
and are therefore tautologies in the standard sense. However, there are
tautologies in the standard sense that are not L CTy2-Henkin tautologies
for any C . Analogously, if C ⊆ D, then all L CTy2-tautologies are alsoL DTy2-tautologies. It is in this sense that the notion of ‘general model’
yields a weaker semantics than the standard semantics of higher-order
logic, and that increasing C results in a stronger semantics. A seman-
tics based on full models is called a standard semantics, and a semantics
based on general models is a Henkin semantics. When C contains all
logical constants, our definitions of ‘general models’ and ‘Henkin tau-
tologies’ coincide with the usual definition of Henkin semantics, since
all lambda abstracts can be defined with the combinators (Hindley
and Seldin 2008, p. 110). The significance of Henkin semantics for
our application rests on the following theorem of Henkin (1950):
Theorem 6 (Henkin’s Completeness Theorem). There is a (finitary)
calculus that generates exactly the set of Henkin tautologies of LTy2.
Because the set of tautologies in the standard sense is not recur-

sively enumerable, no such theorem is available in the standard case.
Example

Let us assume that C = {woman〈et〉, dance〈et〉} ∪ {xn
τ : n ∈ N,τ ∈

{e, t, 〈ee〉, 〈et〉, 〈t t〉, 〈t〈t t〉〉, 〈〈et〉t〉, 〈〈et〉〈〈et〉t〉〉}}. Consider the frame
characterized by the following sets:
• De := {a, b, c, d, e},
• D〈ee〉 := {{a 7→ a, b 7→ a, c 7→ a, d 7→ a, e 7→ a}},
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• D〈et〉, D〈t t〉, D〈t〈t t〉〉, D〈〈et〉t〉, D〈〈et〉〈〈et〉t〉〉 are the full sets of functions
with the respective domains and ranges,
• for other types τ, we set Dτ := ;.
For this frame, we define an interpretation I given by I (woman)

= χDe
and I (dance) = χ{a,b}. Since Dτ is empty for most τ, the frame

does not constitute a full model. However, the frame together with I
is a general L CTy2-model.
We now add a constant most〈〈et〉〈〈et〉t〉〉, representing the natural-

language quantifier ‘most’. ‘Most’ is often assumed to express that
more than half of the elements in the restrictor are also in the
nuclear scope (e.g., Gamut 1991, p. 252, Westerståhl 2011). In
most(woman, dance), woman is the restrictor and dance is the nuclear
scope, and the term is true iff more than half of the women are also
dancers. Barwise and Cooper (1981, C13) show that, under this in-
terpretation, the meaning of ‘most’ cannot be expressed in first-order
logic.5 However, it is definable in LT y2. Generalized to sets of any
cardinality, MOST(P,Q) is true if and only if the cardinality of P ∩Q
is strictly greater than that of P\Q. Equivalently, MOST(P,Q) is true if
and only if P ∩Q ̸= ; and there is no surjective mapping from P\Q to
P ∩Q. If we identify subsets of De with their characteristic functions,
i.e., the functions of type 〈et〉, we can express this definition in LT y2

as follows:
(1) ∀P〈et〉∀Q〈et〉 : most(P,Q)↔ [∃xe(P(x)∧Q(x)) ∧

∀ f〈ee〉 : (∀ye : (P(y)∧¬Q(y))→ (P( f (y))∧Q( f (y))))
→∃xe(P(x)∧Q(x)∧∀ze : (P(z)∧¬Q(z))→ f (z) ̸= x)]
‘MOST(P,Q) holds if and only if P ∩Q ̸= ;, and
for every mapping f from P\Q to P ∩Q
there is an x ∈ P ∩Q that is not in the image of P\Q under f ’
(i.e., f is not surjective)

5The intuition is that, when describing the cardinality of a set using a formula
of first-order logic, one can only count up to some fixed finite number which
depends on the formula, not being able to distinguish sets of greater cardinality.
Choosing for each first-order formula (1) a sufficiently large universe of a model
M and (2) sets U and V such that U , V, M\U , M\V , and the relative difference of
U and V are each sufficiently large, we see that MOST(U , V ) cannot be first-order
definable. For the version generalized to infinite sets that we will consider, the
undefinability follows more easily from the compactness theorem.
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In the sense of the standard semantics of higher-order logic, this
definition indeed ensures that MOST has the desired model-theoretic
interpretation: in a full model that satisfies (1), I (most)(χP ,χQ) holds
if and only if the cardinality of P∩Q is strictly greater than that of P\Q.
This is not always true for general models. To see this, consider

the general L CTy2-model we constructed. Since D〈〈et〉〈〈et〉t〉〉 contains all
possible functions, it includes in particular a function such that (1) be-
comes true when I (most) is set to this function. Under this interpre-
tation, the term ((most woman) dance) is true in the model: the single
function f : De → De included in the frame maps I (woman)\I (dance)
to {a} ⊊ I (woman) ∩ I (dance). In other words, there is no surjective
function in this particular general model from P\Q to P ∩ Q, as re-
quired for most according to (1). However, intuitively the statement
‘most women dance’ is not satisfied in the model: I (woman) contains
five elements, while I (dance) only contains two elements. Thus, even
when the definition of ‘most’ is satisfied in a general model, it need not
actually have the intended model-theoretic interpretation. The prob-
lem with definitions like (1) is that, in a general model, the domain of
the quantifier ∀〈ee〉 is not the set of functions from De to De. Instead it
is D〈ee〉, which need not contain all functions from De to De.
Henkin semantics comes closer to standard semantics when C

contains more terms – in particular, if C contains all logical constants
of LTy2, then every general L CTy2-model for which De and Ds are finite
is a full model. The reason is that every function between two finite
sets Dσ and Dτ is definable with the choice operator. On the other
hand, if De or Ds is infinite, then by the Löwenheim-Skolem theorem
there will always be general L CTy2-models which are not full models,
and in which the interpretation of ‘most’ differs from the one intended.
2.3 Henkin semantics for natural language
The fact that MOST cannot be defined in a model-theoretically ade-
quate way in Henkin semantics might be taken as evidence that it is
too weak to express the concept ‘most’ meaningfully. But this is not
the case. Many interesting facts about MOST are logical consequences
of (1) under Henkin semantics. A case in point is monotonicity, one of
the properties of generalized quantifiers that have received significant
attention in linguistics (Barwise and Cooper 1981; Westerståhl 2011).
MOST is upward monotonic in the second argument:
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Proposition 7. MOST is upward monotonic in the second argument:
InLTy2: ∀PetQet Bet : (most(P,Q)∧(∀xe : Q(x)→ B(x)))→most(P, B)
Informally: If MOST(P,Q) and B ⊇Q hold, then MOST(P, B) holds.
The upward monotonicity of MOST in its second argument cor-

responds to the linguistic observation that the inferences in (2) are
valid. In fact, different quantifiers exhibit different inference patterns,
showing that these monotonicity properties are both interesting and
non-trivial. For instance, ‘few’ does not license the parallel pattern (3):

(2) a. Most children are playing in the street. ⊢ Most children are
playing.

b. Most men sing and dance. ⊢ Most men dance.
(3) a. Few children are playing in the street. ⊬ Few children are

playing.
b. Few men sing and dance. ⊬ Few men dance.
A system for automated reasoning from natural language should

account for these facts. Proposition 7 (and, by extension, formaliza-
tions of the inferences in (2)) are consequences of (1) under Henkin
semantics. To see this, consider the following elementary argument:

Proof. Let 〈D,I 〉 be a general LT y2-model in which MOST(P,Q) and
B ⊇ Q hold. Clearly, P ∩ B ⊇ P ∩ Q ̸= ;. Let f ∈ D〈ee〉 with { f (x) :
x ∈ P\B} ⊆ P ∩ B. For all x ∈ De, set π(x) to be x if x ∈ P ∩ Q and
an arbitrary element of P ∩ Q otherwise. Define f ′ : De → P ∩ Q by
f ′(x) := π( f (x)). As a suitable π can be defined in LTy2 with the
choice operator ι,6 f ′ ∈ D〈ee〉. By the assumption MOST(P,Q), we know
that f ′|P\Q : P\Q → P ∩Q is not surjective. Thus, f |P\B : P\B → P ∩ B
cannot be surjective. As f was arbitrary, MOST(P, B) holds.

As we only assumed that 〈D,I 〉 is a general LTy2-model, Propo-
sition 7 is a Henkin tautology. It should also be noted that the proof
crucially relies on the choice operator, and the proposition does in-
deed not hold in all general L CTy2-models if C is too small.

6 Informally, we use lambda abstraction to define Ax := {x} ∩ P ∩ Q if x ∈
P ∩ Q and Ax := P ∩ Q otherwise. Then we set π(x) := ι(Ax ). Formally, π :=⟦λx1

e .ιeλx2
e

�
x3(x2)∧ x4(x2)∧ ((x3(x1)∧ x4(x1))→ x1 = x2)

�⟧v[x3 7→χP , x4 7→χQ]
D,I .
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A similar argument shows that Henkin semantics is also strong
enough to prove that, if there are at least four objects of type e,MOST is
not downward monotonic in either argument, and not upward mono-
tonic in the first argument. It is also possible to formalize more specific
numerical inferences, such as ‘If exactly four out of five members of
P are also in Q, then most members of P are in Q.’ Three of the four
semantic postulates for ‘most’ given by Barwise and Cooper (1981,
p. 208)7 are provable from our definition of ‘most’ under Henkin se-
mantics as well.
It may seem surprising that Henkin semantics is strong enough to

prove non-trivial facts about MOST, even though it cannot define it
in a model-theoretically adequate way. The point is that many con-
sequences of (1) do not depend on the existence of functions that
are not definable by lambda abstraction, and are, for that reason,
true in every general LTy2-model.8 This is an instance of a general
phenomenon. Although concrete mathematical theorems can be con-
structed that are true in all full models but not valid for Henkin seman-
tics, we are not aware of any known theorem of this kind that is not
of a meta-mathematical nature and is interesting to mathematicians
working outside of logic. Given this it seems plausible that Henkin se-
mantics provides all the proof-theoretical strength that is needed for
typical natural language inferences.

3 translating ty2 to first-order logic

The crucial step for leveraging the power of first-order reasoning en-
gines when coming from semantic representations in higher-order
logic is in the formulation of an appropriate translation from higher-

7 In our notation, they are the following: (1)MOST(A,A) always holds, (2) up-
ward monotonicity in the second argument, (3) if A ̸= ;, then MOST(A, X ) is true
for some but not all sets X , (4) if A ̸= ;, thenMOST(A, X ) andMOST(A, Y ) together
imply X ∩ Y ̸= ;. (4) follows under the standard semantics, the other three pos-
tulates also follow under Henkin semantics. To be precise, our definition proves
MOST(A,A) only under the assumption A ̸= ;, as MOST(;,;) is false according to
our axiom. Depending on whether one views it as being intuitively true or false,
our axiom could be modified to evaluate MOST(;,;) to true.

8As opposed to consequences that do depend on the existence of such func-
tions and, for that reason, are only guaranteed to hold in full models; they may
be false in some general models.
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order logic to first-order logic. In this section, we will show how the
translation from Ty2 to first-order logic can be effected in such a way
that Henkin tautologies are translated into first-order tautologies. The
guiding idea is that the translation of terms of Ty2 into terms and
formulae of first-order logic preserves the term structure as faithfully
as possible and aims at exploiting the strengths of first-order provers
by translating terms representing connectives and quantifiers into the
corresponding symbols of first-order logic. Moreover, two groups of
first-order axioms are added in the process that encode the typing and
the intended behavior of the translations of Ty2 terms. Given these
axioms the translations of Henkin tautologies are theorems of first-
order logic – the translation is complete for Henkin semantics. It is also
sound: if the translation of a term is a first-order tautology, then the
term itself must be a Henkin tautology.
3.1 Translation
The translation consists of three parts: a type translation Tty (translat-
ing types into first-order terms), a term translation Tterm (translating
terms of Ty2 into terms of first-order logic), and a formula transla-
tion T f (translating Ty2 terms of type t into first-order formulae). The
overall translation T of a term of type t is obtained as its formula trans-
lation with the addition of two groups of axioms. The components of
the translation will be described next.
Types are represented by first-order terms. The basic types t, s,

e are directly represented by first-order constants. Higher types are
represented by terms of first-order logic by replacing 〈··〉 by g(·, ·) as
follows:
(4) a. Tty(τ) := τ if τ= e, s, t

b. Tty(〈στ〉) := g(Tty(σ), Tty(τ))

The idea behind the translation of Ty2 terms is that terms of type
t are translated into first-order formulae, and other terms into first-
order terms. We first define a term translation Tterm, translating every
Ty2 term into a first-order term. Polymorphic constants are repre-
sented by first-order functions whose arguments represent their type
arguments. For instance, ιe is translated as ι(e), where ι is a one-place
first-order function symbol. Other constants and variables are trans-
lated as themselves: Tterm(cτ) := c, where c is a first-order constant,
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and Tterm(xτ) := x . Note that while variables and constants are trans-
lated as themselves, the type information attached to the terms is not
directly accessible to the first-order language and will be encoded in
additional axioms.
Functional application is translated recursively as a two-place

function symbol:
(5) Tterm(αβ) := f (Tterm(α), Tterm(β))

Lambda abstracts are translated by introducing a function sym-
bol whose arguments represent the free variables of the lambda ab-
stract. Formally, assume that we are given a term λx .α with free vari-
ables {(v1)σ1 , ..., (vn)σn}. Then Tterm(λxτ.ασ) := gλx .α(v1, ..., vn), where
gλx .α is a fresh n-place function symbol which by itself does not
carry any meaning. Its intended behavior will be encoded in an ad-
ditional axiom.
Our third translation function, formula translation (T f ), is only ap-

plied to terms of type t; it translates them into first-order formulae.
Propositional connectives, quantifiers, and the equality operator are
translated into the corresponding logical symbols of first-order logic
whenever possible. The remaining terms of type t are converted to
first-order formulae using the predicate symbol isTrue:
(6) a. T f ((◦̇αt)βt) := T f (α) ◦ T f (β)

if ◦ is a binary propositional connective
b. T f (¬̇αt) := ¬T f (α)

c. T f (∀̇τ(λxτ.αt)) := ∀x : hasType(x , Tty(τ))→ T f (α) (similarly
for ∃)

d. T f (∀̇τα〈τt〉) := ∀x : hasType(x , Tty(τ))→ isTrue( f (Tterm(α), x))
if α is not a lambda abstract (similarly for ∃)

e. T f ((≡̇tα)β) := (T f (α)↔ T f (β))

f. T f ((≡̇τα)β) := (Tterm(α) = Tterm(β)) if τ ̸= t

g. T f (αt) := isTrue(Tterm(α)) when no other case applies
If αt is a term of type t, the overall translation T (α) is defined to

be the formula translation T f (α).
To illustrate the definitions, let us consider the term in (7a). This

term straightforwardly encodes an (extensional) translation of the sen-
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tence ‘Most men sing and dance.’ The actual Ty2 term behind the sim-
plified notation in (7a) is (7b). By the preceding definitions, its term
translation is (7c). Thus, the overall (formula) translation, as given by
(6g), is the first-order formula (7d).
(7) a. most(man,λxe.sing(x)∧ dance(x))

b. ((most man) λxe.ϕ) with ϕ = (∧̇ (sing x)) (dance x)

c. Tterm((most man) λxe.ϕ)
= f ( f (most(e), man), Tterm(λxe.ϕ)) (by 5)
= f ( f (most(e), man), gλxe .ϕ)

d. isTrue( f ( f (most(e), man), gλxe .ϕ)

Note that the term translation of most〈〈et〉〈〈et〉t〉〉 as most(e) follows
from assuming thatmost is a polymorphic constantmostσ〈〈σt〉〈〈σt〉t〉〉 with
type argument σ = e in our example.

Axioms
To ensure that translations of Henkin tautologies are in fact provable,
axioms need to be added that encode the meaning and the intended
behavior of the function and predicate symbols. They are stated in the
first-order language of the translation.
Type information is not encoded in the first-order translation of

Ty2 terms. A first group of axioms guarantees the correct typing of
all objects. For instance the following axiom states that the result of
applying a functor of type 〈στ〉 to an argument of type σ has type τ:
(8) ∀x0∀x1∀x2 : [∃x3(hasType(x0, g(x3, x2)) ∧ hasType(x1, x3))]

→ hasType( f (x0, x1), x2)

A second group of axioms encodes postulates of Henkin’s system,
defining the types and the intended behavior of constants and func-
tions. For instance, given a type τ, the next axiom states that the trans-
lation ι(Tty(τ)) of the iota operator ιτ selects an element from every
non-empty set of objects of type τ:
(9) ∀y : hasType(y, g(Tty(τ), t))→�

(∃ z isTrue( f (y, z)))→ isTrue( f (y, f (ι(Tty(τ)), y)))
�

‘For every object y of type 〈τ, t〉 such that y(z) = T for some z,
y(ιτ(y)) = T also holds.’
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For every function symbol gλx .α, there is an axiom which states
that, given arguments of the appropriate types, the function has the
value defined by the lambda abstract. More formally, assuming that
the free variables of α are {v1

σ1
, ..., vn

σn
}, the axiom takes the form (10a)

if α is of type t, and (10b) otherwise:

(10) a. ∀v1, ..., vn : (hasType(v1, Tty(σ1)) ∧ ... ∧ hasType(vn, Tty(σn)))
→ [hasType(gλx .α(v1, ..., vn), g(Tty(τ), t))
∧ ∀x : hasType(x , Tty(τ))
→ [isTrue( f (gλx .α(v1, ..., vn), x))↔ T f (α)]]

b. ∀v1, ...vn : [hasType(v1, Tty(σ1)) ∧ ... ∧ hasType(vn, Tty(σn))] →
[hasType(gλx .α(v1, ..., vn), g(Tty(τ), Tty(σ)))
∧ ∀x : hasType(x , Tty(τ))→ f (gλx .α(v1, ..., vn), x) = Tterm(α)]

In the case of example (7c), the defining axiom of gλxe .ϕ is (11).

(11) hasType(gλxe .ϕ , g(e, t)) ∧ ∀x : hasType(x , e) →�
isTrue( f (gλxe .ϕ , x))↔ (isTrue( f (sing, x)) ∧ isTrue( f (dance, x)))

�
Given C ⊂ LTy2, we define the C -axiomatization, A C , as the

set containing the first group of axioms (for typing) and the defin-
ing axioms for all constants, variables, and lambda abstracts in L CTy2.
The intention is thatA C provides the necessary information to prove
L CTy2-Henkin tautologies.9 We can show that this is indeed the case:10
Theorem 8. Let C ⊂ LTy2 and αt ∈ L CTy2. Then α is an L CTy2-Henkin
tautology if and only if A C ⊢ T (α).
In this sense our translation is sound and complete for Henkin

semantics.

3.2 Restricting the axiomatization
The strength of Henkin semantics and, in consequence, the useful-
ness of the first-order translation of higher-order meaning charac-
terizations of natural language expressions depends on the choice
of C . On the one hand, we have seen that choosing C to be too

9The full set of axioms can be found in Appendix A.
10A proof is given in Appendix B.1.

[ 528 ]



Henkin semantics for reasoning with natural language

small may result in linguistically relevant inferences not being cov-
ered. On the other hand, when automated reasoning techniques come
into play, a surplus of axioms may easily distract the algorithms, mak-
ing automated inference inefficient to the point of being practically
infeasible.
In our experiments to be described in the next section we will use

two axiomatizations. For a term αt , the strong axiomatization A s(α)
is constructed from the set C containing all constants, variables, and
lambda abstracts in α and, furthermore, all logical constants of Ty2.
If C contains instances of a polymorphic constant, such as ιτ for some
type τ, a single axiom is used for all types, like (12), replacing the
infinitely many axioms in (9). This choice keeps A s(α) finite. Due
to the combinators, the strong axiomatization has the full strength of
Henkin semantics.

(12) ∀x∀y : hasType(y, g(x , t))→
[(∃z isTrue( f (y, z)))→ isTrue( f (y, f (ι(x), y)))]

The weak axiomatization A w(α) is constructed from the set C (α)
that contains only the lambda abstracts, variables, and constants oc-
curring in α. If α contains instances of a polymorphic constant, only
axioms for those specific instances occurring in α are used. We can
go even further and leave out constants and lambda abstracts when
they are eliminated by the formula translation. More precisely, we add
logical constants to C (α) only when they are translated into corre-
sponding first-order constants rather than into first-order connectives
or quantifiers. Similarly, lambda abstracts enter C (α) only when they
do not exclusively occur as arguments of constants which represent
first-order quantifiers.
Unlike the strong axiomatization, the weak axiomatization lacks

the full power of Henkin semantics, but it also has considerable advan-
tages. As it introduces fewer axioms than the translation with strong
axiomatization, it might remove an unnecessary burden from the theo-
rem provers. Where they fail for the strong axiomatization, they might
still be able to prove theorems of weak translations of semantic repre-
sentations of natural language. More importantly, under certain con-
ditions the weak translation has finite models, which is highly rele-
vant and desirable in the context of automated reasoning, since finite
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models can be constructed automatically.11 We obtain the following
theorem:12
Theorem 9. Assume αt ∈ L CTy2 is true in a general L CTy2-model for which
De and Ds are finite. Then

∧
ϕ∈A w(α)ϕ ∧ T (α) is true in some finite (first-

order) model.
However, note that satisfiability of the weak translation of αt only

ensures satisfiability in a L C (α)Ty2 -model, not necessarily satisfiability
in a LTy2-model. In the context of our application, this means that
weak translations of Henkin validities might not be provable, and that
models for weak translations may not correspond to LTy2-models.
3.3 Relationship to previous translations
The translation we outlined in this section is similar to previous trans-
lations from higher-order logic to first-order logic, in particular to
the ‘lambda lifting’ translation of Meng and Paulson (2008) and to
the translation of Hurd (2002), who also encodes types as first-order
terms. Compared to approaches which represent types by means of
first-order predicate symbols (Kerber 1992), typing by terms offers
the advantage that it can be expressed with finitely many axioms. This
is of course crucial for the application of automated reasoning tools.
The main difference between our formulation and Meng and Paul-
son (2008) resides in the special treatment of connectives and quan-
tifiers in the formula translation, T f . Treating the logical constants
separately makes it possible to exploit the strengths of first-order the-
orem provers at the inferencing step. Unlike Hurd (2002) and Meng
and Paulson (2008), we provide a formal proof of soundness and com-
pleteness (Appendix B.1).

4 testing and evaluation
We have defined a translation from Ty2 to first-order logic and made
precise in which sense it preserves the semantics of Ty2. To assess the
feasibility of automated inference on the resulting first-order formu-
lae in a linguistic context, we now apply our translation and standard

11The possibility of finite models may be surprising at first, as even A w(α)
seems to model an infinite set of types. However, note thatA w(α) does not con-
tain an axiom that demands that e, s, and t and the higher types be distinct.

12A proof is given in Appendix B.2.
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first-order reasoning engines to a set of natural language reasoning
problems of the type commonly considered in linguistics. Our selec-
tion focuses on sentences with lexical elements whose semantic anal-
ysis involves intensionality and generalized quantifiers, because these
are typically cited as the main motivation for higher-order logic rather
than first-order logic in the semantic characterization of natural lan-
guage expressions. A sizable part of our test suite is derived from the
FraCaS test suite (Cooper et al. 1996), which was created precisely
for evaluating the semantic competence of natural language process-
ing systems.
We will first introduce a fragment of English with Montague-style

semantic representations and standard meaning postulates for (classes
of) lexical elements from the literature. We then describe the con-
tents and structure of our test suite and proceed to assess the perfor-
mance of first-order inference engines (comprising theorem provers
and model builders) on the task of classifying valid and invalid in-
ferences that are handed to them in the form of first-order trans-
lations of the higher-order logical representations which our gram-
mar assigns to the test items. The inference engines of course also
draw on the meaning postulates as additional axioms. Throughout
our evaluation, we will disregard complications arising from possi-
ble ambiguities and only consider pre-determined intended readings
of our items.
The experiments will show that the weak translation performs

significantly better than the strong translation, confirming or refuting
87.7% of those items in the test suite where a proof or refutation exists
in principle. While every item that is challenging due to intensional-
ity is correctly recognized, items involving generalized quantifiers are
considerably harder for automated reasoning.
4.1 Fragment
Our fragment is derived from the English textbook grammar of Black-
burn and Bos (2005), who construct semantic representations directly
in first-order logic. Their grammar architecture is well-suited for our
purposes because its modular design easily supports alternative se-
mantic representation languages by simply plugging in other lexi-
cal semantic specifications and adding syntactic rules where needed.
Moreover, Blackburn and Bos’ grammar is already equipped with an
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interface to different reasoning engines that we can exploit for eval-
uating the performance of inference engines on our first-order trans-
lations.
The semantic analyses are inspired by Montague’s PTQ fragment

(Montague 1973), with two major changes: As laid out in the previ-
ous sections, we use Ty2 rather than Intensional Logic (IL). Ty2 of-
fers technical advantages (Friedman and Warren 1980, p. 323), and,
as a version of typed lambda calculus, its formal properties are well-
understood. Montague’s representations can be translated straightfor-
wardly into Ty2, since IL can be regarded a sublanguage of Ty2 (Gallin
1975). Second, we follow Bennett (1974) and Dowty et al. (1981,
p. 188) in representing the arguments of extensional predicates as in-
dividuals rather than individual concepts. For instance, walk is trans-
lated into a term of type 〈s〈et〉〉, while Montague chose the more elab-
orate 〈s〈〈se〉t〉〉.
Representative lexical entries are shown in Figure 1. They are

mostly standard. ‘Believe’ and ‘know’ take as their arguments a possi-
ble world, a proposition, and an entity that represents the agent (Mon-
tague 1973). Adverbs attaching to VPs map properties to properties.
We translate the definite article by means of the ι operator, i.e., a
choice function (von Heusinger 1997). We opt for a uniform treat-
ment of all adjectives as functions mapping properties to properties,
following Montague (1970). Generalized quantifiers are rendered as
functions of type 〈〈et〉〈〈et〉t〉〉, i.e., as relations between sets of objects
of type e. The fragment licenses both singular and plural noun phrases,
but no special plural semantics is assumed; the occurrence of plurals
is restricted to NPs with quantifiers such as ‘most’ and ‘many’.
The context-free grammar rules of the fragment stipulate how the

semantic representations of daughter constituents are combined to de-
rive the semantic representation of their mother node. The typical
mode of composition is functional application. The phrase structure
rules of our grammar needed for the test suite are shown in Figure 2
together with their semantic composition rules. The fragment gener-
ates one translation per syntactic analysis and does not account for
scope ambiguities. This is not a substantial restriction since ambigui-
ties could be captured by adopting one of Blackburn and Bos’ alterna-
tives of semantic composition with a more sophisticated underspeci-
fied semantics by means of dominance constraints. Our choice here is
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Cat. Words Translation
Vintr dance dance〈s〈et〉〉
Vtr see λP〈〈s〈et〉〉t〉λwsλxe.P(λwsλye see〈s〈e〈et〉〉〉(ws, xe, ye))

Vi-tr seek λP〈s〈〈s〈et〉〉t〉〉λwsλxe.seek〈s〈〈s〈〈s〈et〉〉t〉〉〈et〉〉〉(w, P, x)

Vcop be λP〈〈s〈et〉〉t〉λwsλxe.P(λwsλye (x = y))

Vs know λP〈st〉λwsλxe.know〈s〈〈st〉〈et〉〉〉(w, P, x)

Vaux does not λP〈s〈et〉〉λwsλxe.¬P(w, x)

Adv possibly λP〈s〈et〉〉λw1
sλxe.possibly〈s〈〈st〉t〉〉(w1,λw2

s P(w2, x))

Adj tall λP〈s〈et〉〉λwsλxe.tall〈s〈〈s〈et〉〉〈et〉〉〉(w, P, x)

Det
most λP〈s〈et〉〉λQ〈s〈et〉〉.most〈〈et〉〈〈et〉t〉〉(P(ws),Q(ws))

every λP〈s〈et〉〉λQ〈s〈et〉〉.∀xe(P(ws, x)→Q(ws, x))

the λP〈s〈et〉〉λQ〈s〈et〉〉.Q(ws, ι
e(P(ws)))

PN John λP〈s〈et〉〉.P(ws, johne)

N unicorn unicorn〈s〈et〉〉
P in in〈〈〈s〈et〉〉t〉〈〈s〈et〉〉〈s〈et〉〉〉〉
Conj and λP〈s〈et〉〉λQ〈s〈et〉〉λwsλxe.(P(w, x)∧Q(w, x))

Figure 1:
Lexical Entries.
For every
category, an
example word
is given

S:αβ → NP:α VP:β VP:αβ → Adv:α VP:β
VP:α → Vintr:α VP:αβ → VP:β PP:α
VP:αβ → Vtr:α NP:β PP:αβ → P:α NP:β
VP:α(λws.β) → Vi-t r :α NP:β NP:αβ → Det:α N:β
VP:α(λws.β) → Vs:α S:β NP:α → PN:α
VP:λx∃P〈s〈e〉〉α(P, w, x) → Vcop Adj:α N:αβ → Adj:α N:β
VP:αβ → Vcop:α NP:β
VP:β(α,γ) → VP:α Conj:β VP:γ
VP:αβ → Vaux:α VP:β

Figure 2:
Phrase Structure
Rules
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S
think(w, john,λwsmost(woman(w), dance(w)))

VP
λwsλxe.think(w, x ,λwsmost(woman(w),dance(w)))

S
most(woman(w), dance(w))

VP

V
dance
dance

NP
λP〈s〈et〉〉.most(woman(w)), P(w))

N
women
woman

Det
most

λP〈s〈et〉〉λQ〈s〈et〉〉.most(P(ws)),Q(ws))

V
thinks

λP〈st〉λwsλxe.think(w, x , P)

NP

N
John

λP〈s〈et〉〉.P(ws, john)

Figure 3: An analysis in our fragment

motivated by simplicity and the compatibility of the easiest choice of
composition mechanism with our main objectives.
The analysis of the sentence ‘John thinks most women dance’ is

shown in Figure 3. The following translations illustrate the coverage
of the semantic fragment:13

(13) Mia possibly dances.
possibly(w1

s ,λw2
s .dance(w2

s , miae))

(14) Mia thinks that John dances.
think(w1

s , miae,λw2
s .dance(w2

s , johne))

(15) Most men sing and dance.
most(man(ws),λxe(sing(ws, xe) ∧ dance(ws, xe)))

(16) The blond man dances.
dance(ws, ι

e
〈〈et〉e〉(blond(ws, man)))

(17) John seeks a unicorn.
seek(ws, johne,λwsλP〈s〈et〉〉∃xe (unicorn(ws, xe) ∧ P(ws, xe)))

13With the notation of arguments we follow the linguistic convention of
putting subjects before objects to enhance readability. The relationship to a strict
Ty2 representation should be transparent.
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4.2 Meaning postulates
The semantic representations we obtain from the grammar are insuf-
ficient for drawing inferences that go beyond simple first-order tau-
tologies expressed in natural language. A substantive portion of the
semantic import of words such as ‘most’ and ‘believe’ is hidden behind
inconspicuous Ty2 constants such as most and believe. Since these con-
stants by themselves are atomic expressions with arbitrary meaning,
further information about their actual meaning must be made avail-
able for exploitation in reasoning.
There are two ways to add the relevant information: either by

stating meaning postulates in LTy2 and adding them as axioms, or
by restricting the class of models to those where the interpretations
of the constants satisfy certain restrictions. A prominent example of
the first option is Montague (1973);14 the second option was chosen
in the semantic postulates of Barwise and Cooper (1981) and in the
treatment of generalized quantifiers in Discourse Representation The-
ory (Kamp and Reyle 1993, Def. 4.24). In the present context, an ax-
iomatic solution is to be preferred as it makes it possible to enlist our
translation functions to also translate potentially higher-order mean-
ing postulates to first-order logic. In effect, the first-order translations
of the postulates may simply be added to the axiomatization A of
the first-order translation. The situation is more complicated if the in-
formation is supplied model-theoretically, as Henkin’s completeness
theorem need not remain true if the class of permissible models is
constrained. Therefore, we opt for the first solution and supply infor-
mation about constants such as believe andmost by meaning postulates
in LTy2.
To see the impact of meaning postulates on reasoning and to

appreciate the relevance of the translation functions for them, we dis-
cuss a selection of postulates for representative constants in our frag-
ment.15 The examples will also indicate the sorts of difficult seman-
tic questions which have to be addressed in formulating appropriate
axioms.

14Montague actually understood meaning postulates as constraints on the in-
terpretations, but the completeness theorem for Henkin semantics guarantees
that this is equivalent to treating them as axioms.

15The full set of meaning postulates is given in Appendix C.
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Verbs: belief and knowledge
There is a considerable amount of work on the logic of knowledge and
belief from a philosophical point of view (cf. Hintikka 1962; Rescher
2005 for an overview). It has often been argued that belief and knowl-
edge should be closed under logical inferences (Rescher 2005). We as-
sume a principle of logical omniscience which states that if an agent
knows (thinks) something, she knows everything which follows from
it logically (see (18)). Such a postulate is not without problems as no
actual person could be aware of every logical truth, but we accept
it as a general consequence of the standard possible-worlds analysis
of propositional attitudes. We also assume that only true propositions
can be known (Rescher 2005), as formalized in (19):
(18) Deductivity Axiom

a. ∀xe∀P〈st〉∀Q〈st〉∀w1
s : think(w1, P, x)→�∀w2

s (P(w
2)→Q(w2))
�→ think(w1,Q, x)

b. ‘If x knows/believes P in world w1 and P → Q holds neces-
sarily, then x knows/believes Q in world w1.’

(19) Veridicality Axiom
a. ∀xe∀P〈st〉∀ws(know(w, P, x)→ P(w))

b. ‘If x knows P in world w, then P is true in world w.’

Adjectives
Adjectives are commonly classified based on the inference patterns
they license (Kamp and Partee 1995, Partee 1995). As examples like
(20a) show, adjectives like ‘blond’ are intersective (see (20b)). This
property is formalized by the meaning postulate (20c) (Partee 1995,
p. 324).

(20) a. Mia is a blond woman. Mia is a robber. ⊢ Mia is a woman
and Mia is a blond robber.

b. ⟦blond N⟧= ⟦blond⟧∩ ⟦N⟧
c. For each intersective adjective meaning ADJ:
∃P〈s〈et〉〉∀ws∀Q〈s〈et〉〉∀xe : ADJ(w,Q, x)↔ [P(w, x)∧Q(w, x)]
where P, which is uniquely defined by the axiom, represents
the set ⟦blond⟧ in (20b).
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Similar meaning postulates account for other subsective and for
privative adjectives (Partee 1995).16
Other adjectives, such as ‘alleged’, ‘potential’, and ‘arguable’, are

neither subsective nor privative. They do not allow any inference on
whether the property denoted by the noun holds: an ‘alleged robber’
may or may not be a robber. For the modal modifier ‘alleged’ we adopt
the following postulate, adapted from Jespersen and Primiero (2013,
p. 104):
(21) a. ∀P〈s〈et〉〉∀x1

e∀w1
s : alleged(w1, P, x1)

↔∃x2
e allege(w1, x2,λw2(P(w2, x1)))

b. ‘Somebody alleges that x is a P if and only if x is an alleged P.’
Adverbs

It is often assumed that ‘necessarily’ can be modeled via universal
quantification over possible worlds (Montague 1973). This is formal-
ized by the following postulate (Gamut 1991, p. 201, MP7):
(22) a. ∀w1

s∀P〈st〉
�
necessarily(w1, P)↔∀w2

s P(w2)
�

b. ‘P is necessarily true if and only if it is true in all worlds.’
‘Possibly’ is characterized by replacing the universal quantifier

by an existential quantifier. Note that the world argument w1
s plays no

role and is only needed because we assume a uniform analysis of all
adverbs, and the extension of many adverbs does depend on the world.

Generalized quantifiers
In (1) we saw how ‘most’ can be defined in Ty2. Certain quantifiers
have straightforward definitions in first-order logic. Besides ‘all’ and
‘some’, these include, for instance, ‘exactly two’, ‘at most two’, and
‘only’. (23a) provides a (simplistic) definition of ‘only’ as in ‘Only men
danced’:
(23) a. ∀P〈et〉∀Q〈et〉 (only(P,Q)↔∀xe (Q(x)→ P(x)))

b. ‘ONLY(P,Q) holds if and only if Q ⊆ P.’
16Subsective adjectives are a superclass of intersective adjectives. They license

the inference that the property denoted by the noun holds: a skillful writer is a
writer, but need not be a skillful violinist even if she is known to be a violinist.
Privative adjectives such as ‘fake’ license the inference that the property denoted
by the noun does not hold: a fake diamond is not a diamond.
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There are other quantifiers whose meaning is less straightforward
to capture, including ‘few’ and ‘many’. However, we can indirectly
characterize these quantifiers by postulating rules concerning proper-
ties such as monotonicity (Barwise and Cooper 1981, p. 209). While
our two examples are upward and downward monotonic, respectively,
in the second argument (Barwise and Cooper 1981, p. 185, SP 2), it is
less clear whether they are also monotonic in the first argument (Bar-
wise and Cooper 1981, p. 185). We assume that they are (see (24a)).
We also state that ‘few’ and ‘many’ are incompatible (see (24b)), and
postulate that ‘few’ holds if the intersection of its two arguments is
empty (see (24c)). These axioms are somewhat weaker than the op-
tional axiom SP4 (NOT MANY⇔ FEW) of Barwise and Cooper (1981,
p. 209), which seems unnatural to us.
(24) a. i. FEW is downward-monotonic in both arguments.

ii. MANY is upward-monotonic in both arguments.
b. ¬(FEW(P,Q)∧MANY(P,Q))

c. P ∩Q = ; → FEW(P,Q)

The axioms, whose rendering inLT y2 is similar to what we saw for
‘most’ in (1), suffice to prove important facts about these quantifiers
and to make relevant predictions on the validity of natural language
inferences. For instance, they entail that MANY is true if the extension
of the second argument is ‘large’, while FEW is true if it is ‘small’,
and that MANY is conservative, i.e., inferences like ‘Many men dance’
⇒ ‘Some men dance’ are valid, which corresponds to Axiom SP6 in
Barwise and Cooper (1981, p. 209). Conversely, they predict that ‘No
men dance’ is incompatible with the statement ‘Many men dance’.
Considering the gradual and context-dependent nature of these

two quantifiers, not many more inferences seem possible without ap-
pealing to a notion of discourse context.

Example
As an illustration of the interaction of the grammar fragment, the
meaning postulates, and the translations from Ty2 to first-order logic,
consider (25), a variant of one of the examples in (2). The Ty2 trans-
lations generated by our fragment for the premise and the conclusion
are given in (26). The respective first-order translations are shown
in (27).
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(25) Most women sing and dance. ⊢ Most women dance.
(26) a. most(woman(w),λx(sing(w, x)∧ dance(w, x))

b. most(woman(w), dance(w))

(27) a. isTrue( f ( f (most, f (woman, w)), gϕ(w)))
where gϕ is defined by
∀w : hasType(w, s)→ [hasType(gϕ(w), g(e, t))
∧ ∀x : (hasType(x , e)→ ([isTrue( f ( f (sing, w), x))
∧ isTrue( f ( f (dance, w), x))]↔ isTrue( f (gϕ(w), x))))]

b. isTrue( f ( f (most, f (woman, w)), f (dance, w)))

To show that the inference in (25) is valid, we need to prove that,
given the axioms and the first-order translations of the meaning postu-
lates, (27a) logically entails (27b). We need the meaning postulate for
most, whose first-order translation is too complex to be easily readable,
but whose meaning is essentially captured by the informal explanation
in (1). At this point the problem of proving the entailment in (25) has
been reduced to proving a first-order formula which consists of the
elements of A , the translation of (1) and (27a) as its premises, and
of (27b) as its conclusion.
For the proof, one may first remodel the higher-order proof of

Proposition 7 in the first-order translation. The defining axiom of
gϕ can then be exploited to prove that isTrue( f (gϕ(w), x)) entails
isTrue( f ( f (dance, w), x)), which corresponds to the fact that ‘x sings
and dances’ logically entails ‘x dances’. By the first-order version of (1),
the claim (27b) follows.

4.3 Test suite
We created a small test suite for natural language inference which
requires solving inference problems that have figured prominently in
formal semantics research. Inferences relying onworld knowledge typ-
ical for prominent tasks such as the Recognizing Textual Entailment
challenges (Dagan et al. 2009) are not addressed with our test suite,
because we are interested in the feasibility and quality of reasoning
with first-order translations of higher-order meaning specifications of
natural language rather than in the bigger (and even more intricate)
question of modeling typical human reasoning by means of other types
of knowledge resources. The test suite contains 117 items divided into
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six sections which focus on modality, knowledge and belief, general-
ized quantifiers, adjectives, de dicto readings, and first-order inferences,
respectively.
Each item consists of a set of premises, a conjecture, and a symbol

connecting those two. The items are grouped in three classes: If the
premises entail the conjecture, the inference is valid. If the premises
are incompatible with the conjecture, we call the inference contradic-
tory. Items for which the correctness of the inference is not determined
by their form or by meaning postulates are contingent; the inferences
that they represent might be supported by some models but not by
others.17 In each item the conjecture is separated from the premises
by a symbol that indicates the class to which the item belongs. If the
inference is valid, the separator is ‘⊢’; ‘⊢ NON’ designates contradic-
tory items, and ‘⋉’ appears in contingent items. Consider the following
example:

(28) Mia is a woman. Mia dances. ⊢ A woman dances.
The first two sentences are the premises, ‘A woman dances’ is the

conjecture. The conjecture is entailed by the premise, as indicated by
the symbol ‘⊢’.18
52 items are valid (44.4%), 12 are contradictory (10.3%), and 53

are contingent (45.3%). These judgments are based on whether the
Ty2 representations of the sentences that are provided by our grammar
fragment support the inference under standard higher-order semantics
or not, assuming the meaning postulates as axioms.19 For every one
of our items, its membership in the three inference classes coincides
for standard semantics and Henkin semantics. One item, (3.24), which
tests for monotonicity properties of ‘most’, is special in that it requires
the strong axiomatization. For all others the weak axiomatization is
sufficient.

17Logically speaking, this means that the inferences in the last class are also
invalid (like those in the second class).

18Our conjecture corresponds to what the literature on Textual Entailment calls
hypothesis (Dagan et al. 2009). The subtle difference in terminology is meant to
stress that there is a deeper difference in the conception of what exactly consti-
tutes reasoning with natural language.

19To put it differently, the inference patterns follow the linguistic theory our
fragment of English implements.
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29 items in the sections on adjectives and generalized quantifiers
are derived from the FraCaS test suite. The original FraCaS test suite
contains question-answer pairs, but it was later converted by MacCart-
ney (2009) to the format employed in our test suite. The following ex-
ample from FraCaS together with MacCartney’s conversion illustrates
the difference:
(29) Original FraCaS format (item 197)

a. Premise: John has a genuine diamond.
b. Question: Does John have a diamond?
c. Answer: Yes

(30) Converted: John has a genuine diamond. ⊢ John has a diamond.
For our experiments, we draw on those parts of FraCaS that are

covered by our fragment. It captures 18% (14 out of 80 items) of the
FraCaS section on generalized quantifiers and 65% (15 out of 23 items)
of the section on adjectives. Other items would require nontrivial addi-
tions to syntax or lexical items for which there is no standard analysis
in the semantics literature.
In three instances the predictions implied by our grammar and

meaning postulates do not align with those assumed in FraCaS: in two
cases additional information about the expression ‘on time’ would be
needed to infer that finishing on time implies finishing. In the third
case the reason for the deviation is due to different assumptions about
the properties of certain adjectives in FraCaS compared to what our
meaning postulates assume. It is important to note that these differ-
ences between the predictions of our fragment and the FraCaS anno-
tation result from differences in linguistic modeling, not from a weak-
ness of Henkin semantics – given our meaning postulates, the predic-
tions are the same for Henkin semantics and standard semantics.
4.4 Experiment
The goal of the experiment was to assess to what extent the trans-
lation supports efficient automated inference on reasoning problems
that are typically encountered in formal semantics research. To this
end we applied first-order reasoners to the natural language inference
problems in the test suite. The transformation pipeline from the test
suite to the application of inference engines is straightforward: The

[ 541 ]



Michael Hahn, Frank Richter

inference problems encoded in the test suite were translated to Ty2
by parsing the natural language sentences in the test items according
to our grammar fragment. This step resulted in a syntactic analysis
coupled with higher-order logical representations. The latter served
as input to the translation to first-order logic introduced in Section 3.
The first-order formulae were then ready to be processed by freely
available first-order reasoners, following the implementation devel-
oped by Bos (2004).
Following Bos, two types of reasoning tools were employed: the-

orem provers and finite model builders. The theorem provers try to find
a proof for each first-order formula, while the model builders try to
construct a finite model. A complete theorem prover will find a proof
for every valid formula, and it will find a proof for the negation of
every contradictory formula. Thus, ideally, a proof or refutation can
be found for the first-order translation of every valid or contradic-
tory inference. However, by complexity and undecidability results of
first-order logic, proving even a small formula may take a very long
time, and there is no general algorithm determining whether or not a
formula has a proof. In particular, there is no general procedure for
showing that a formula is contingent. Finite model builders provide
a partial solution to this problem: If a formula is contingent, there
exist models for both the formula and its negation. If they are finite,
these models can be found by a model builder. Since statements made
in natural language often concern situations involving finitely many
objects, it may be expected that the restriction to finite models is
not critical and that for many inference problems either a proof or
a counter-model is found in a reasonable amount of time. If this is
the case, an automated decision of many natural-language inferences
is possible.
Let us now take a closer look at the technicalities involved in

putting this idea to work. As indicated earlier, the premises and the
conjecture of each test item were translated to Ty2 representations
according to the specifications of the grammar fragment. The premise
term of a test item is the term p := [α1 ∧ ...∧αn ∧ β1 ∧ ...∧ βk], where
α1, ...,αn are the meaning postulates, and β1, ...,βk are the Ty2 trans-
lations of the premises 1 to k. Let γ be the Ty2 translation of the con-
jecture. Using the taxonomy introduced in the previous section, an
inference is valid if and only if p→ γ is a tautology. It is contradictory
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if and only if p→¬γ is a tautology. If neither of these cases holds, the
inference pattern is contingent.
The inference engine constructed from theorem provers and

model builders was tasked to determine if A ⊢ T (p → γ) or
A ⊢ T (p→ ¬γ) holds, with A either the strong or weak axiomatiza-
tion. Table 1 summarizes the questions to the inference engine and
their possible answers. Obtaining an answer is of course constrained
by the general undecidability of the questions in first-order logic, en-
tailing the risk of non-terminating searches. The theorem provers try
to find a proof for either T (p → γ) or T (p → ¬γ) given the axioms
A . If the inference pattern is contingent, no proof will be found. The
model builder tries to find a finite model for either A ∪ {T (p ∧ γ)}
(the inference is not contradictory) or A ∪{T (p ∧¬γ)} (the inference
is not valid). If translations of natural language expressions are well-
behaved for our purposes, a proof or refutation is found whenever an
inference is valid or contradictory, and both a model and a counter-
model are found whenever an inference pattern is contingent. Under
these circumstances it is possible to determine if an item is valid,
contingent, or contradictory.

Valid Contingent Contradictory
A ⊢ T (p→ γ) proof – –
A ⊢ T (p→¬γ) – – proof
A ∪{T (p ∧ γ)} model model –
A ∪{T (p ∧¬γ)} – model model

Table 1:
Maximal possible output for valid,
contingent, and contradictory
inference patterns

With our experiments we are interested in determining how well
our first-order translation of typical natural language reasoning prob-
lems behaves in supporting these decisions with currently available
standard first-order reasoning tools. The implementation was based
on the theorem provers Spass (Weidenbach 2001), E (Schulz 2004),
and Prover9 (McCune 2005–2010), and on the model builder Mace4
(McCune 2005–2010). The provers and the model builder were as-
signed a maximum of 30 seconds to work on each problem, and were
terminated if this was insufficient to find a result.
Two experiments were conducted, one with the strong axiomati-

zation A s(p→ γ) and one with the weak axiomatization A w(p→ γ).
Since finite model building techniques are restricted to finite models
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and the strong axiomatization has only infinite models, the experi-
ment with the strong axiomatization was run with the theorem provers
alone. Only those meaning postulates αi were included in the premise
term p which belonged to constants occurring in the translation of the
input. It is to be expected that meaning postulates unrelated to the
input will usually not be relevant, at the same time, their presence
would likely slow down the search more than they would help.
Since a term that is a L CTy2-tautology for some C is also a Henkin

tautology and a tautology in the standard sense, finding a proof with
the strong or the weak translation guarantees that an inference is
valid. Model building behaves differently: finding a model for the
weak translation only guarantees satisfiability in a weak notion of
semantics, but not satisfiability in a general LTy2-model, much less
satisfiability in a full model. Applied to weak translations, our infer-
ence engine may therefore deem invalid an inference that would in
fact be valid under standard semantics. As mentioned above, our test
suite contains only one item whose treatment requires the strong ax-
iomatization. For all other items, the predictions are the same for the
semantics underlying the weak translation and for standard semantics.
4.5 Results
The overall success rates of the provers on valid and contradictory
items in the test suite are summarized in Table 2. The figure in the
column ‘Some’ expresses the percentage of items for which at least
one prover found a proof or refutation. The ‘strong’ row shows results
for the Henkin-complete axiomatization A s, the ‘weak’ row for the
translation with the weakened axiomatization A w.
Table 3 shows the percentage of proofs found within a certain

time interval, ranging from 0.1 up to 5 seconds.
There was no test item for which a proof was found under the

strong axiomatization but not under the weak axiomatization. In other
words, for our test items no proofs were lost by weakening the ax-
iomatization. The performance of the model builder is summarized in
Table 4.

Table 2:
Success rates of provers

Spass Prover9 E Some
strong 24.6% 47.7% 23.1% 50.8%
weak 53.8% 76.9% 38.5% 87.7%
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≤ 0.1 s ≤ 1 s ≤ 2 s ≤ 5 s
strong 24.2% 79% 83.9% 91.9%
weak 45.5% 74.5% 82.7% 94.5%

Table 3:
Time required by
provers

Recall (models found where expected) 78.7%
Accuracy (models expected where found) 98.5%
Determined items (among contingent ones) 56.6%
% of models found within 0.1 seconds 91.1%
% of models found within a second 96.3%
% of models found within two seconds 96.3%
% of models found within five seconds 97.8%

Table 4:
Performance of
model builder

Total Sp P9 E Mace4 Success

first-order
valid 4 2 4 4 3/0/0 4

contradictory 1 1 1 1 0/1/0 1

contingent 1 0 0 0 1/1/1 1

modality valid 8 7 8 7 7/0/0 8

contingent 7 0 0 0 7/4/4 4

knowledge/ valid 6 5 5 2 6/0/0 6

belief contingent 4 0 0 0 4/3/3 3

quantifiers
valid 24 16 13 1 18/1/1 18

contradictory 4 1 1 0 1/3/1 2

contingent 31 0 0 0 27/16/16 16

adjectives
valid 10 3 10 4 10/0/0 10

contradictory 7 0 7 5 0/5/0 7

contingent 8 0 0 0 6/8/6 6

de dicto valid 1 0 1 1 1/0/0 1

contingent 1 0 0 0 1/1/1 1

(total) 117 35 50 25 92/43/33 88

Table 5:
Results for the
weak translation.
For the theorem
provers, the
figures are the
numbers of items
proven. For
Mace4, the
figures are the
number of items
such that a
model was found
(a) for
A ∪{T (p ∧ γ)},
(b) for
A ∪{T (p ∧¬γ)},
and (c) for both
problems

Combining the information obtained from the model builder with
the results from the provers, all components of our inference engine
together provide enough information to determine whether an item is
valid, contingent, or contradictory in 75.2% of the cases. The success
rates of each theorem prover and the model builder are summarized
in Table 5, organized by the semantic phenomena that structure the
test suite (as depicted in detail in Appendix D).
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4.6 Discussion
The lower success rates for the strong axiomatization indicate that
the additional axioms make automated inference harder when they
are not relevant to proving. This effect has often been observed when
automated deduction is applied to large axiom sets (e.g., Hoder and
Voronkov 2011). The additional strength does not provide an advan-
tage in the context of our test suite, as only one item depends on it,
and for that item a proof is not found even with the strong axiomatiza-
tion. The predictions with respect toA w and the Henkin-completeA s

agree on all other items. With this general result in mind, we will focus
our discussion on the results obtained with the weak axiomatization.
The difficulty of the test items for reasoning varied with the lin-

guistic phenomena. The combined performance of the reasoning en-
gines on items dealing with first-order tautologies, modality, knowl-
edge and belief, and adjectives is satisfactory, with a success rate
of 89.3%. It is unclear why Spass and E perform rather poorly on the
section on adjectives, while Prover9 proves all items.
The section on generalized quantifiers was clearly much harder

for the systems and reveals the limitations of the current approach.
Among the validities and contradictions in that section, eight items
(28.6%) remain undetermined. Two of the undetermined items are
statements about monotonicity. While it is not clear why item (3.23)
(monotonicity of ‘at least three’) is not proved, items (3.15) (‘Most
women dance. ⊢ Some women dance.’) and (3.22) (‘Most men dance
and play air guitar. ⊢ Most men dance.’) express properties of ‘most’
that are probably too hard to prove automatically on the basis of (1).
It is not clear why the provers did not succeed on the items derived
from FraCaS.
Two items, (3.2) and (3.14), are wrongly classified as contingent

because the proof requires the meaning postulate (24c) for ‘few’,20
which is not included in the input, as ‘few’ does not occur in the items
in question. It is noticeable that among the contingent items, models

20Both of these items require the inference thatMANY(P,Q) cannot hold when
P ∩Q = ;. In the context of our meaning postulates, this follows from the mutual
exclusiveness of FEW and MANY (see (24b)) and the monotonicity of MANY (see
(24a-ii)) when also considering that FEW(P,Q) holds whenever P ∩ Q = ; (see
(24c)).
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verifying the conjecture are foundmore often thanmodels falsifying it,
resulting in only 56.6% of them being determined. The reason might
be that models falsifying these inferences are often necessarily larger
than the smallest models verifying it. For instance, a model verifying
the implication ‘Few blond men dance’⇒ ‘Few men dance’ need only
contain a single element of type e, but to show that ‘Few blond men
dance’ does not generally entail ‘Few men dance’ (item (3.36)), one
needs at least two objects and also a function f ∈ Dee.21
With respect to our axiomatization, the quantifiers and determin-

ers fall into three classes: those for which we have given a direct def-
inition (most, at most two, at least three), those which are indirectly
characterized in terms of their properties (few, many, several), and the
definite article, which is directly translated as the ι operator. As the
indirect characterizations involve direct statements about monotonic-
ity and conservativity, which are targeted by most test items, it is not
surprising that the inference engines perform better on few, many, and
several than on most. The first-order-definable quantifiers at most two
and at least three show a success rate comparable to the other quanti-
fiers. This difference is not surprising, either: the definition of most is
more complex than the definitions of the numerical quantifiers, and
the test items on ‘most’ require that the provers make inferences that
are equivalent to proving statements such as Proposition 7 (upward
monotonicity in the second argument). Our observations on the suc-
cess rates of the provers simply emphasize the point that the way in
which meaning postulates are stated may have a significant influence
on the feasibility of automated inference. Nonetheless, the success of
the model builder Mace4 on item (3.29) (‘Most men dance. ⋉ Most
men dance and play air guitar.’) demonstrates that the direct defini-
tion of most can in principle be useful for automated reasoning.

5 related work
Higher-order reasoning with natural language is not a lively research
area, but there are a number of related fields. In this section we discuss
an alternative recent system for reasoning with quantifiers, and earlier
work with higher-order provers and higher-order model building.

21Since ⟦man(w)⟧ ⊇ ⟦blond(w,man)⟧, ⟦man(w)⟧ cannot be equal to⟦blond(w, man)⟧ when the implication is false.
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The Natlog system (MacCartney 2009) is in some respects closest
to some of the targets of our reasoning architecture, and it was also
evaluated on the basis of the FraCaS test suite. By aligning premises
with conjectures at the word level, computing entailment relations
between them, and deriving the entailment relation between the sen-
tences by projecting the individual entailment relations using a syn-
tactic dependency analysis, Natlog is able to reason with quantifiers
and negation. In contrast to our grammar fragment, Natlog has wide
coverage, but it cannot handle problems with more than one premise
(MacCartney 2009, p. 142), which, as we saw, are unproblematic for
approaches based on theorem proving such as ours. On the single-
premise problems, which constitute 53% of the test suite, MacCartney
reports an accuracy of 70.5%, with 89.3% precision and 65.7% recall
on the binary task of recognizing valid inferences. On the section on
adjectives, our experiments show an accuracy of 66.7%, with 86.6%
precision and 75% recall (relative to the original FraCaS annotation).
These results are comparable to MacCartney’s figures for the same
section: 71.4% accuracy, 83.3% precision, and 80% recall. However,
both our system and Natlog only covered 15 items from this section;
they only intersect on 11 items. The situation is different in the sec-
tion on generalized quantifiers. The decision rate of our system is 57%,
whereas Natlog, by virtue of its architecture, makes some decision on
every sentence. With undetermined items taken as ‘wrongly classified’,
our system achieves 28.6% accuracy, 66.7% precision, and 0% recall,
since only the model builder had some success on the FraCaS data on
generalized quantifiers. These figures are far lower than those of the
Natlog system, which are 95.2% accuracy, 100% precision, and 97.7%
recall, respectively.
Unfortunately, a quantitative comparison between MacCartney’s

and our results is not very meaningful overall with the data we have so
far, considering that (1) our system as well as Natlog only tested por-
tions of the FraCaS test suite, (2) the intersection between the tested
items was even smaller, and (3) the development of Natlog was guided
by the FraCaS data whereas the predictions of our model partly devi-
ate from the FraCaS annotation. Although comparing the raw numbers
produced by Natlog with our system’s performance clearly indicates
that there is much room for improvement in the generalized quanti-
fiers section, our results also suggest that in principle natural language
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problems of the type encoded in the FraCaS test suite can be solved by
theorem proving, provided that a system is given access to appropriate
meaning postulates for (classes of) lexical items.
A very exciting competitor to reasoning with a translation to

first-order logic arises from automated reasoning tools that work di-
rectly on higher-order logic. Ramsay (1995) presents a special auto-
matic proof system for an intensional logic, based on the property the-
ory of Turner (1987). Kohlhase and Konrad (1998) apply the higher-
order theorem prover HOT to corrections in natural language, using
the higher-order unification analysis proposed by Dalrymple et al.
(1991).22 The difference in the application domain and the consid-
erable advances in automated theorem proving in the last 15 years
makes this older work hard to compare to our present study. In order
to see what higher-order reasoning can achieve and how it compares
to translations under Henkin semantics, it would be interesting to ob-
serve the performance of more recent higher-order theorem provers
such as LEO II (Benzmüller et al. 2007) or Satallax (Brown 2013)
with Ty2 representations that result from parsing natural language.
We leave such comparison for future work.
Another interesting perspective on higher-order reasoning is pro-

vided by investigating the potential of model builders for natural lan-
guage. Konrad (2004) presents the higher-order model builder Kimba
and puts it to the test with linguistic data. In particular he uses it to
determine the referent of definites within a discourse and to find the
valid readings of sentences involving reciprocals. Konrad develops a
model builder for a fragment of higher-order logic whose design is
guided by typical properties of representations for natural language.
In our reasoning architecture, first-order model generation comes af-
ter the weak version of the translation from Ty2 representations, and
our approach to model-building targets full Ty2, which of course com-
prises a large class of expressions which are irrelevant for natural
language semantics. A further notable difference concerns our treat-
ment of generalized quantifiers such as ‘most’, which turns out to be
complementary to what Konrad did. Recall that we define MOST by
a meaning postulate within the representation language. Konrad de-

22They use HOT to prove that, for instance, ‘No, PETER likes Mary’ is a valid
response to ‘Jon likes Mary’, while ‘No, PETER likes Sarah’ is not.
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fines it by means of MORE, whose interpretation is directly fixed by a
model-theoretic constraint. It seems plausible that defining functions
such as MOST model-theoretically rather than by meaning postulates
can make model generation vastly more efficient. In particular, nu-
merical quantifiers like ‘two’ and ‘three’ have complex definitions in
LTy2, which soon become completely intractable as their size grows
with the number that they encode. Such quantifiers are far more nat-
urally defined model-theoretically. While model-theoretic definitions
have their limitations in the context of proof systems (as we argued
in Section 4.2), they fit very naturally into systems for finite model
generation: a reasonable model-theoretic definition will in general be
decidable on finite structures. Conversely, it would be interesting to
explore whether extending our fragment could lead to a successful
application of this type of architecture to Konrad’s data. Of particular
interest would be a treatment of plurals, reciprocals, and definites. For
the latter we assumed a simplistic analysis with a choice operator, and
plural did not receive any treatment at all, although it is clearly highly
relevant for a more realistic and comprehensive coverage of naturally
occurring data.

6 conclusion

We defined and discussed translations under Henkin semantics from
Ty2 to first-order logic for automated reasoning with natural language,
and investigated the performance of a reasoning architecture with sev-
eral first-order theorem provers and a model generator on a test suite
targeting typical reasoning tasks of theoretical semantics. Unlike pre-
vious work on automated reasoning with natural language, we took as
input formulae in higher-order logic as proposed by formal semanti-
cists. The architecture was evaluated on a set of 117 natural language
inference problems, partly derived from the classical FraCaS test suite
originally compiled for such purposes. The inference tasks were ex-
pressed in a small fragment of English; they focused on modality,
propositional attitudes, generalized quantifiers, and adjectives, and
relied on a set of associated meaning postulates commonly assumed
in semantics.
The results are promising: Despite the general undecidability of

first-order logic, 75.2% of the test items could be determined, a great

[ 550 ]



Henkin semantics for reasoning with natural language

majority in less than a second. The success rate of the combined infer-
ence engines suggests that theorem proving with higher-order repre-
sentations for natural-language expressions can indeed be reduced to
first-order proving by adopting Henkin semantics. At the same time,
the system’s poor performance on generalized quantifiers confirms ex-
pectations that the syntactic form of meaning postulates plays a sig-
nificant role in the efficiency and ultimate success (or failure) of au-
tomated inference. Fine-tuning of meaning postulates and finding a
good balance in exploiting the complementary strengths of theorem
provers and model builders will be necessary to improve performance.
Our experiments enlisted model builders only in combination

with a weak translation, which makes model generation unsound rel-
ative to stronger versions of Henkin semantics. Unsoundness did not
affect any items in our particular test suite, but we need a better un-
derstanding of which classes of terms occurring in logical translations
of natural language may cause trouble. In addition, the models created
by the model builder suffer from being virtually incomprehensible to
human readers due to their compact encoding of functions and types.
Readability and usefulness of the models could be greatly enhanced by
disentangling these structures automatically for human exploration.
Determining the precise advantages and disadvantages of transla-

tions of different strength remains a general desideratum. First-order
generation for stronger translations is not generally impossible, but it
must be prepared to cope with the fact that general models of higher-
order logic are always infinite because the set of types is infinite. Ad-
vanced techniques for generating and representing infinite models,
such as the ones introduced by Caferra et al. (2004), might offer vi-
able solutions. At the other end of the scale, it is also interesting to
explore which weakenings of the translation are best suited to nat-
ural language applications, and to exploit the advantages of smaller
structures. This strategy has to take into account the dangers of po-
tentially unsound translations. Our results suggest that the strength of
our weak axiomatization is a promising choice as long as the meaning
postulates are chosen carefully.
The setting in which we tested the feasibility of first-order trans-

lations of Ty2 in automated reasoning was restricted to a toy gram-
mar and to test cases that belong to the theoretical toolbox of for-
mal semanticists. Opening up its application to broad coverage and to
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accounting for effects of discourse pragmatics and world knowledge
would of course expose the usual weaknesses of deductive reason-
ing when confronted with potentially incomplete knowledge on the
one hand and an overwhelming amount of relevant facts on the other
hand (see the discussion in Ovchinnikova 2012, pp. 73–92). However,
despite the considerable challenges ahead, Bos (2006) and Bos and
Markert (2006) report that automated inference on first-order repre-
sentations of natural language can succeed in real-world applications.
If this is correct, future work should investigate to what extent our
translations can successfully widen the empirical scope of Bos’ work
to encompass semantic effects of intensionality and generalized quan-
tifiers, replacing hand-encoded first-order approximations with well-
studied higher-order analyses. The DRT-based wide-coverage Boxer
system (Bos 2008) seems a promising starting point to extending the
linguistic coverage.
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appendices
A axioms
All axioms with type parameters are shown in a form with type con-
stants as described for the weak axiomatization. The versions with
quantification over types introduced in Section 3.2 (for the strong ax-
iomatization) are derived straightforwardly.

First group:
Axioms for Typing and the Axioms of Extensionality
(31) Typing

a. ∀x0 : isTrue(x0)→ hasType(x0, t)

b. ∀x0∀x1∀x2 : [∃x3hasType(x0, g(x3, x2)) ∧ hasType(x1, x3)]
→ hasType( f (x0, x1), x2))

c. ∃x : hasType(x , e) ∧ ∃y : hasType(y, s)

[ 552 ]



Henkin semantics for reasoning with natural language

(32) Axioms of Extensionality
a. ∀x0∀x1∀x2∀x3 : [hasType(x0, g(x2, x3)) ∧

hasType(x1, g(x2, x3))]
→ [∀x4hasType(x4, x2)→ f (x0, x4) = f (x1, x4)]→ x0 = x1

b. ∀x0∀x1 : [[hasType(x0, t)∧ hasType(x1, t)]
∧ [isTrue(x0)↔ isTrue(x1)]]→ x0 = x1

Second group:
Defining Axioms for Ty2 Constants instantiated for all types ρ,σ,τ:
(33) For every constant cn

τ:
hasType(Tterm(cn

τ), Tty(τ))

(34) For every variable xn
σ:

hasType(xn, Tty(σ))

(35) Combinators
a. ∀x0 : hasType(x0, Tty(σ))→ f (I(σ), x0) = x0

b. ∀x0∀x1 : [hasType(x0, Tty(σ))∧ hasType(x1, Tty(τ))]
→ f ( f (K(Tty(σ), Tty(τ)), x0), x1) = x0

c. ∀x0∀x1∀x2 : [hasType(x0, g(Tty(τ), g(Tty(σ), Tty(ρ))))
∧ hasType(x1, g(Tty(τ), Tty(σ)))∧ hasType(x2, Tty(τ))]
→ f ( f ( f (S(Tty(τ), Tty(σ), Tty(ρ)), x0), x1), x2)
= f ( f (x0, x2), f (x1, x2))

(36) Equality
a. ∀x1∀x2 : isTrue( f ( f (≡̇(Tty(σ)), x1), x2))
↔ (hasType(x1, Tty(σ))∧ x1 = x2)

(37) Choice
a. ∀x1 : hasType(x1, g(Tty(σ), t))→ [∃x2isTrue( f (x1, x2)))
→ isTrue( f (x1, f (ι(Tty(σ)), x1)))]

(38) Existential Quantifier
a. ∀x1hasType(x1, Tty(σ))→ [∀x2 : isTrue( f (∃̇(Tty(σ)), x2))
↔∃x3(hasType(x3, Tty(σ))∧ isTrue( f (x2, x3))]

(39) Universal Quantifier
a. ∀x1hasType(x1, Tty(σ))→ [∀x2 : isTrue( f (∀̇(Tty(σ)), x2))
↔∀x3(hasType(x3, Tty(σ))→ isTrue( f (x2, x3)))]
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(40) Propositional Connectives
a. ∀x0 : hasType(x0, t)→
(isTrue( f (¬̇, x0))↔ not(isTrue(x0))))

b. ∀x0∀x1 : [hasType(x0, t)∧ hasType(x1, t)]
→ [isTrue( f ( f (∧̇, x0), x1))↔ (isTrue(x0)∧ isTrue(x1))]

c. ∀x0∀x1 : [hasType(x0, t)∧ hasType(x1, t)]
→ [isTrue( f ( f (→̇, x0), x1))↔ (isTrue(x0)→ isTrue(x1))]

d. ∀x0∀x1 : [hasType(x0, t)∧ hasType(x1, t)]
→ (isTrue( f ( f (∨̇, x0), x1))↔ (isTrue(x0)∨ isTrue(x1)))

(41) Function symbols for lambda abstracts: see (10)

B proofs

B.1 Soundness and completeness
In this section, we prove Theorem 8. We adapt familiar proofs of
Henkin’s completeness theorem based on first-order translations and
the first-order completeness theorem (van Benthem and Doets 1983,
pp. 276–283, Leivant 1994, sections 5.4–5.5). First we embed L CTy2 in
a multi-sorted first-order language, FC :
Definition 10. The sorts of FC are the types of LTy2. The terms of FC
are the terms of L CTy2 plus the variables of LTy2, and the sort of ασ as a
term of FC is σ. The variables of FC are the variables of LTy2. A lambda
abstract λx .α with n free variables x1, ..., xn is understood as an n-place
function symbol applied to x1, ..., xn. The language FC of C -formulae is
the smallest set such that

• isTrue(αt) ∈ FC for every term αt ∈ L CTy2 of sort t. We will write αt

for isTrue(αt).
• If α, β ∈ FC , then (α◦̂β) ∈ FC for all propositional connectives ◦,
similarly for negation

• If α ∈ FC and xσ is a variable, then (∀̂σxσ α) ∈ FC and (∃̂σxσ α) ∈
FC

• If ασ,βσ ∈ L CTy2, then (ασ≡̂σβσ) ∈ FC
We interpret FC over structures in which the universes may be empty

for some sorts and where therefore the interpretation of a term or formula
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with free variables may be undefined. An FC -structure M has as its uni-
verse a family {Dτ : τ ∈ Types} of mutually disjoint sets, where Ds, De ̸= ;,
and for all other types τ, Dτ is non-empty (at least) if there is a term of
type τ in L CTy2, interpreting constants of sort σ by elements of Dσ. FC -
structures interpret ≡σ as equality between objects of sort σ, and provide
an interpretation for the predicate symbol isTrue(·t), the function symbol
(·〈τσ〉, ·τ)σ for each pair of sorts τ, σ ∈ Types, and all function symbols
representing lambda abstracts λx .α ∈ C . An M-assignment v is a partial
function from the variables of LTy2 such that v(xσ) ∈ Dσ for every xσ in
the domain of v. Evaluation is defined as follows:

• ⟦α⟧vM is undefined if v is undefined for some variable occurring free
in α.
Otherwise, we have:

• ⟦x⟧vM = v(x)

• ⟦(α〈τσ〉βτ)⟧vM = ⟦(·〈τσ〉, ·τ)σ⟧M(⟦α⟧vM,⟦β⟧vM)
• ⟦(∀̂σxσ α)⟧vM = 1 iff ⟦α⟧v′M = 1 for every M-assignment v′ that has

xσ in its domain and that agrees with v on Domain(v)\{xσ}, and 0
otherwise

• ⟦(∃̂σxσ α)⟧vM = 1 iff ⟦α⟧v′M = 1 for some M-assignment v′ that has
xσ in its domain and that agrees with v on Domain(v)\{xσ}, and 0
otherwise

with straightforward clauses for atoms and propositional connectives. A
structureM verifies a formulaϕ ∈ FC iff ⟦ϕ⟧vM = 1 for allM-assignments
v that have all free variables of ϕ in their domain.
There is a canonical translation from FC to LTy2, but FC is in

general more expressive than L CTy2. The formula translation T f can be
extended canonically to FC . Axioms from A C that do not contain
quantification over types can be understood as formulae of FC . For
instance, the first-order formula representing the Axiom of Extension-
ality for objects of type t, (32b), can be identified with the C -formula
(42) ∀̂t x t ∀̂t yt : (x t↔̂yt)→̂(x t≡̂t yt).

Furthermore, every axiom that does not contain positive occur-
rences of variables representing types can be associated with a (possi-
bly infinite) family of C -formulae. For instance the first-order formula

[ 555 ]



Michael Hahn, Frank Richter

of the Axiom of Extensionality for higher types, (32a), can be associ-
ated with the set
(43) {∀̂σxσ(((ϕστxσ)≡̂τ(ψστxσ)))→̂((ϕ̂̇ ≡στ ψ) : σ,τ ∈ Types}.
The only axioms from A C containing positive occurrences of

variables representing types are the typing axioms (31, 33, 34). As
these axioms only fix the types of the constant symbols, they are
already implicit in the syntax of FC . Replacing the others by C -
formulae in this manner, we obtain a set BC ⊂ FC of C -formulae
representing all axioms in A C apart from the typing axioms.
The notion of an L CT y2-interpretation is straightforwardly ex-

tended to FC , and L CTy2-models can therefore be canonically viewed
as FC -structures. We obtain the following characterization:
Proposition 11. The class of L CTy2-models is (via this identification)
equal to the class of FC -structures that satisfy the formulae in BC .
Proof. Immediate from Definition 4.
We now proceed to the proof of completeness (Lemma 12) and

soundness (Lemma 13).
Lemma 12. If ϕ ∈ FC is true in all L CTy2-models, then A C ⊢ T (ϕ).
Proof. We show that if T (ϕ) is satisfiable in a model ofA C , then ϕ is
true in some L CTy2-model. The claim then follows from the complete-
ness theorem for first-order logic.
LetM be a model ofA C that verifies T (ϕ). For every α ∈M and

every type σ such that ⟦hasType⟧M(α,⟦Tty(σ)⟧M) = T , take a fresh
object ασ. Set αστ(βσ) to be ⟦ f ⟧M(α,β)τ, which exists by the second
typing axiom. By the Axiom of Extensionality, there can be at most
two objects of type t. Identify the one that verifies isTrue, if it exists,
with T , and the other one, if it exists, with F . We thus obtain a frame
{Dσ : σ ∈ Types}, from which we build an FC -structureM′ by setting⟦c⟧M′ to ⟦c⟧M for every constant c ∈ L CTy2. In the case that c is a
polymorphic logical constant cτ1,...,τn , i.e., a quantifier or a combina-
tor, we set ⟦cτ1,...,τn⟧M′ to ⟦c⟧M(⟦T (τ1)⟧M, ...,⟦T (τn)⟧M) for all types
τ1, ...,τn.
We then need to show M |= T (ψ) ⇒ M′ |= ψ for all ψ ∈ FC .

First, by induction, ⟦t⟧vM′ = ⟦Tterm(t)⟧wM for every term t ∈ L CTy2 and
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all assignments v : Var ∩ L CT y2 → M′, w: Var → M such that w ⊃ v,
where Var is the set of Ty2 variables. The claim follows by induction
over formula structure. The structureM verifies the first-order trans-
lation of every element of BC . Therefore, by Proposition 11, M′ is a
L CT y2-model and, in particular, ϕ has a L CTy2-model.

We have shown that every model of A C encodes a L CTy2-model,
preserving the truth ofFC -formulae. This shows that a finite modelM
of a first-order translation generated by a model builder can be viewed
as encoding a (possibly infinite) L CTy2-model such that the value of
every L CTy2-term in this model can be computed fromM.
Lemma 13. Let ϕ ∈ FC . IfA C ⊢ T (ϕ), then ϕ holds in allL CTy2-models.

Proof. Assume ¬ϕ holds in some L CTy2-model M. As above, we in-
terpret L CTy2-models as multi-sorted first-order structures. We extend
them by adding every τ ∈ Types to the universe, giving them a separate
sort, and defining predicates isTrue and ≡σ straightforwardly. Then we
can interpret the first-order language of the translation in these struc-
tures. Obtain a first-order structure M′ in this manner. We show that
M |= ψ ⇒ M′ |= T (ψ) for all ψ ∈ FC . Thus M′ |= T (¬ϕ). The typ-
ing axioms are evidently true in M′. The other axioms are true in M′
by Proposition 11. Thus A C ̸|= T (ϕ), and by soundness of first-order
deduction, A C ⊬ T (ϕ).

This concludes the proof of Theorem 8.

B.2 Model building
In this section, we prove Theorem 9.

Proof. Set C := {α}. Let 〈D,I 〉 be a general L CTy2-model such that De

and Ds are finite, and αt is true in 〈D,I 〉. We say that e, t, s have rank
1, and the rank of g(σ,τ) is one plus the maximum of the ranks of σ
and τ. Let n be twice the maximum rank of all the types of sub-terms
occurring in α. Obtain a finite L CTy2-model N by setting Dτ := ; for all
types τ of rank > n. As in the proof of Lemma 13, we can view N as a
first-order-structure that verifies A C ∧ T (α).
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C meaning postulates

For every postulate, the set of triggering constant symbols is given.
Where it occurs, α stands for the triggering constant symbol.
1. Intersective adjectives: blond, Scandinavian, Irish, British, female,

male
∃P1
〈s〈et〉〉∀ws∀P2〈s〈et〉〉∀xe(α(w, P2, x)↔ (P1(w, x)∧ P2(w, x)))

2. Subsective, non-intersective adjectives: genuine, skillful, successful,
interesting, large, small, fat, tall, blue
∀P〈s〈et〉〉∀xe∀ws(α(w, P, x)→ P(w, x))

3. Privative adjectives: fake, former
∀P〈s〈et〉〉∀xe∀ws(α(w, P, x)→¬P(w, x))

4. alleged
∀P〈s〈et〉〉∀xe∀w1

s (alleged(w1, P, x)↔ allegedly(w1, (λw2P(w2, x))))
Note that this axiom is slightly different from the one given in the
text (see (21)), but the version here is sufficient for the relevant
test items.

5. Mutual exclusiveness of small, large
∀ws∀xe∀P〈s〈et〉〉(small(w, P, x)→¬large(w, P, x))

6. necessarily
∀w1

s∀P〈st〉(necessarily(w1, P)↔∀w2
s P(w2))

7. possibly
∀w1

s∀P〈st〉(possibly(w1, P)↔∃w2
s P(w2))

8. two
∀P1
〈et〉∀P2〈et〉(twoe(P1, P2)↔∃x1

e∃x2
e (x

1 ̸≡ x2 ∧ (P1(x1)∧ P1(x2))))

9. at-most-two
∀P1
〈et〉∀P2〈et〉(at-most-twoe(P1, P2)↔ ∃x1

e∃x2
e∀x3

e (x
3 ̸≡ x1 → (x3 ̸≡

x2→¬(P1(x3)∧ P2(x3)))))

10. at-least-three
∀P1
〈et〉∀P2〈et〉(at-least-threee(P1, P2) ↔ ∃x1

e∃x2
e∃x3

e ((((((((x
1 ̸≡ x2 ∧

x1 ̸≡ x3)∧x2 ̸≡ x3)∧P1(x1))∧P2(x1))∧P1(x2))∧P2(x2))∧P1(x3))∧
P2(x3)))

11. most
∀P1
〈et〉∀P2〈et〉(most e(P1, P2) ↔ ∀ f〈ee〉(∀x1

e ((P
1(x1) ∧ ¬P2(x1)) →

(P1( f (x1))∧ P2( f (x1))))→ ∃x2
e ((P

1(x2)∧ P2(x2))∧∀x3
e ((P

1(x3)∧
¬P2(x3))→ f (x3) ̸≡ x2))))
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12. only
∀P1
〈et〉∀P2〈et〉(onlye(P1, P2)↔∀xe(P2(x)→ P1(x)))

13. Conservativity of SEVERAL
∀P1
〈et〉∀P2〈et〉(α(P1, P2)→∃xe(P1(x)∧ P2(x)))

14. Monotonicity: upwards on first argument: SEVERAL, MANY
∀P1
〈et〉∀P2〈et〉∀P3

〈et〉(α(P
1, P2)→ (∀xe(P1(x)→ P3(x))→ α(P3, P2)))

15. Monotonicity: upwards on second argument: SEVERAL, MANY
∀P1
〈et〉∀P2〈et〉∀P3

〈et〉(α(P
1, P2)→ (∀xe(P2(x)→ P3(x))→ α(P1, P3)))

16. Monotonicity: downwards on first argument: FEW
∀P1
〈et〉∀P2〈et〉∀P3

〈et〉(α(P
1, P2)→ (∀xe(P3(x)→ P1(x))→ α(P3, P2)))

17. Monotonicity: downwards on second argument: FEW
∀P1
〈et〉∀P2〈et〉∀P3

〈et〉(α(P
1, P2)→ (∀xe(P3(x)→ P2(x))→ α(P1, P3)))

18. Non-empty extension: FEW
∀P1
〈et〉∀P2〈et〉(∀xe¬(P1(x)∧ P2(x))→ fewe(P1, P2))

19. Mutual exclusiveness of MANY and FEW
∀P1
〈et〉∀P2〈et〉¬(manye(P1, P2)∧ f ewe(P1, P2))

20. Deductivity: think, know
∀xe∀P1

〈st〉∀P2〈st〉∀w1
s ((α(w

1, P1, x)∧∀w2
s (P

1(w2)→ P2(w2)))
→ α(w1, P2, x))

21. Veridicality: know
∀xe∀P〈st〉∀ws(know(w, P, x)→ P(w))

D test suite
Each test item consists of premises and a conjecture, which are sepa-
rated by a symbol which is ⊢ for valid items, ⊢ NON for contradictory
ones, and ⋉ for contingent items. Our notational conventions and ter-
minology are explained in Section 4.3.

First-order inferences
(0.0) ⊢ NON Mia dances and does not dance.
(0.1) Mia dances and does not dance. ⊢ Mia dances.
(0.2) ⊢ Every man dances or does not dance.
(0.3) Mia is a woman. Mia dances. ⊢ A woman dances.
(0.4) Mia is a robber. ⋉ Mia is a man.
(0.5) Mia is a woman. Every woman dances. ⊢ Mia dances.

[ 559 ]



Michael Hahn, Frank Richter

Modality
(1.0) Mia dances. ⊢ Mia possibly dances.
(1.1) Mia dances. ⋉ Mia necessarily dances.
(1.2) Mia is a robber. ⋉ Mia allegedly is a robber.
(1.3) Mia necessarily dances. ⊢ Mia dances.
(1.4) Mia possibly dances. ⋉ Mia dances.
(1.5) Mia allegedly is a robber. ⋉ Mia is a robber.
(1.6) Mia necessarily dances. ⊢ Mia possibly dances.
(1.7) Mia possibly dances. ⋉ Mia necessarily dances.
(1.8) Mia does not possibly dance. ⊢Mia necessarily does not dance.
(1.9) Mia does not dance. ⊢ Mia does not necessarily dance.
(1.10) Mia does not possibly dance. ⊢ Mia does not dance.
(1.11) ⊢ Mia dances or does not necessarily dance.
(1.12) Mia is an alleged robber. ⊢ Mia allegedly is a robber.
(1.13) Mia necessarily is a robber. ⋉ Mia allegedly is a robber.
(1.14) Mia allegedly is a robber. ⋉ Mia possibly is a robber.

Propositional attitudes
(2.0) Mia thinks that John necessarily dances. ⊢Mia thinks that John

dances.
(2.1) John thinks that Mia knows that Vincent dances. ⊢ John thinks

that Vincent dances.
(2.2) John thinks that Mia eats several burgers. ⊢ John thinks that

Mia eats a burger.
(2.3) John thinks that Mia is a blond woman. ⊢ John thinks that Mia

is a woman.
(2.4) John thinks that Mia is an alleged robber. ⋉ John thinks that

Mia is a robber.
(2.5) John knows that Mia dances. ⊢ Mia dances.
(2.6) John thinks that Mia dances. ⋉ Mia dances.
(2.7) Mia necessarily knows that Mia dances. ⊢ Mia necessarily

dances.
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(2.8) Mia knows that John dances. John is the chairman. ⋉ Mia
knows that the chairman dances.

(2.9) Mia knows that John saw a unicorn. ⊢ Some unicorn is a
unicorn.

(2.10) Mia thinks that John saw a unicorn. ⋉ Some unicorn is a
unicorn.

Generalized quantifiers
(3.0) Few women dance. ⊢ NON Many women dance.
(3.1) No women dance. ⊢ Few women dance.
(3.2) No women dance. ⊢ NON Many women dance.
(3.3) Few women dance. ⋉ No women dance.
(3.4) Many women dance. ⋉ All women dance.
(3.5) All women dance. ⋉ Many women dance.
(3.6) Mia eats every burger. Mia eats a burger. ⊢ Mia eats most

burgers.
(3.7) Every man dances. A man dances. ⊢ Most men dance.
(3.8) Mia eats a burger. ⋉ Mia eats most burgers.
(3.9) Mia eats most burgers. ⋉ Mia eats all burgers.
(3.10) Only men dance. No woman is a man. ⊢ No woman dances.
(3.11) John is a man. Every man dances. ⊢ The man dances.
(3.12) At least three women dance. ⊢NONAtmost two women dance.
(3.13) The man dances. John is a man. ⊢ A man dances.
(3.14) Many women dance. ⊢ Some women dance.
(3.15) Few women dance. ⋉ Some women dance.
(3.16) Several women dance. ⊢ Some women dance.
(3.17) Most women dance. ⊢ Some women dance.
(3.18) At least three women dance. ⊢ Some women dance.
(3.19) At most two women dance. ⋉ Some women dance.
(3.20) The man dances and plays air guitar. ⊢ The man dances.
(3.21) Many men dance and play air guitar. ⊢ Many men dance.
(3.22) Few men dance and play air guitar. ⋉ Few men dance.
(3.23) Several men dance and play air guitar. ⊢ Several men dance.
(3.24) Most men dance and play air guitar. ⊢ Most men dance.
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(3.25) At least three men dance and play air guitar. ⊢ At least three
men dance.

(3.26) At most two men dance and play air guitar. ⋉ At most two men
dance.

(3.27) The man dances. ⋉ The man dances and plays air guitar.
(3.28) Many men dance. ⋉ Many men dance and play air guitar.
(3.29) Few men dance. ⊢ Few men dance and play air guitar.
(3.30) Several men dance. ⋉ Several men dance and play air guitar.
(3.31) Most men dance. ⋉ Most men dance and play air guitar.
(3.32) At least three men dance. ⋉ At least three men dance and play

air guitar.
(3.33) At most two men dance. ⊢ At most two men dance and play

air guitar.
(3.34) The blond man dances. ⋉ The man dances.
(3.35) Many blond men dance. ⊢ Many men dance.
(3.36) Few blond men dance. ⋉ Few men dance.
(3.37) Several blond men dance. ⊢ Several men dance.
(3.38) Most blond men dance. ⋉ Most men dance.
(3.39) At least three blond men dance. ⊢ At least three men dance.
(3.40) At most two blond men dance. ⋉ At most two men dance.
(3.41) The man dances. ⋉ The blond man dances.
(3.42) Many men dance. ⋉ Many blond men dance.
(3.43) Few men dance. ⊢ Few blond men dance.
(3.44) Several men dance. ⋉ Several blond men dance.
(3.45) Most men dance. ⋉ Most blond men dance.
(3.46) At least three men dance. ⋉ At least three blond men dance.
(3.47) At most three men dance. ⊢ At most three blond men dance.

Generalized quantifiers (from FraCaS)
(F22) No delegate finished the report on time. ⋉ No delegate finished

the report.
(F23) Some delegates finished the survey on time. ⋉ Some delegates

finished the survey.
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(F24) Many delegates obtained interesting results from the survey.
⊢ Many delegates obtained results from the survey.

(F38) No delegate finished the report. ⋉ Some delegate finished the
report on time.

(F39) Some delegates finished the survey. ⋉ Some delegates finished
the survey on time.

(F40) Many delegates obtained results from the survey. ⋉ Many del-
egates obtained interesting results from the survey.

(F54) No Scandinavian delegate finished the report on time. ⋉ Some
delegate finished the report on time.

(F55) Some Irish delegates finished the survey on time. ⊢ Some del-
egates finished the survey on time.

(F56) Many British delegates obtained interesting results from the
survey. ⋉Many delegates obtained interesting results from the
survey.

(F63) At least three female commissioners spend time at home. ⊢ At
least three commissioners spend time at home.

(F70) No delegate finished the report on time. ⊢ NON Some Scandi-
navian delegate finished the report on time.

(F71) Some delegates finished the survey on time. ⋉ Some Irish del-
egates finished the survey on time.

(F72) Many delegates obtained interesting results from the survey.
⋉ Many British delegates obtained interesting results from the
survey.

(F79) At least three commissioners spend time at home. ⋉ At least
three male commissioners spend time at home.

Adjectives
(4.0) Mia is a blond woman. ⊢ Mia is a woman.
(4.1) Mia is blond. Mia is a woman. ⊢ Mia is a blond woman.
(4.2) Mia is a blond woman. Mia is a robber. ⊢Mia is a blond robber.
(4.3) Mia has a genuine diamond. ⊢ Mia has a diamond.
(4.4) Mia is a skillful robber. Mia is a boxer. ⋉Mia is a skillful boxer.
(4.5) Excalibur is a fake sword. ⊢ NON Excalibur is a sword.
(4.6) ⊢ No fake sword is a sword.
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(4.7) Excalibur is a weapon. Excalibur is a fake sword. ⊢ NON Ex-
calibur is a fake weapon.

(4.8) Mia is an alleged robber. ⋉ Mia is a robber.
(4.9) Mia is an alleged robber. Mia is a boxer. ⋉ Mia is an alleged

boxer.

Adjectives (from FraCaS)
(F197) John has a genuine diamond. ⊢ John has a diamond.
(F198) John is a former university student. ⊢ NON John is a university

student.
(F199) John is a successful former university student. ⊢ John is suc-

cessful.
(F200) John is a former successful university student. ⋉ John is suc-

cessful.
(F201) John is a former successful university student. ⋉ John is a uni-

versity student.
(F204) Mickey is a small animal. ⊢ NON Mickey is a large animal.
(F205) Dumbo is a large animal. ⊢ NON Dumbo is a small animal.
(F206) Fido is not a small animal. ⋉ Fido is a large animal.
(F207) Fido is not a large animal. ⋉ Fido is a small animal.
(F210) All mice are small animals. Mickey is a large mouse. ⊢ NON

Mickey is a large animal.
(F211) All elephants are large animals. Dumbo is a small elephant.

⊢ NON Dumbo is a small animal.
(F214) All legal authorities are law lecturers. All law lecturers are legal

authorities. ⊢ All fat legal authorities are fat law lecturers.
(F215) All legal authorities are law lecturers. All law lecturers are legal

authorities. ⋉ All competent legal authorities are competent
law lecturers.

(F218) Kim is a clever person. ⊢ Kim is clever.
(F219) Kim is a clever politician. ⊢ Kim is clever.

De dicto
(5.0) Mia seeks a unicorn. ⋉ Some unicorn is a unicorn.
(5.1) Mia sees a unicorn. ⊢ Some unicorn is a unicorn.
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This work concerns the evolving pattern of the lexical richness of the
corpus text of China Government Work Report measured by entropy,
based on a fundamental assumption that these texts are linguistically
homogeneous. The corpus is interpreted and studied as a dynamic sys-
tem, the components of which maintain spontaneous variations, ad-
justment, self-organizations, and adaptations to fit into the semantic,
discourse, and sociolinguistic functions that the text is set to perform.
Both the macroscopic structural trend and the microscopic fluctua-
tions of the time series of the interested entropic process are meticu-
lously investigated from the dynamic complexity theoretical perspec-
tive. Rigorous nonlinear regression analysis is provided throughout
the study for empirical justifications to the theoretical postulations.
An overall concave model with modulated fluctuations incorporated
is proposed and statistically tested to represent the key quantitative
findings. Possible extensions of the current study are discussed.

1 introduction
Corpus linguists and experts in related fields have shown increas-
ing interest in homogeneous texts, largely because homogenization
is often an effective and statistically trustful way to filter out the
unnecessary or, even worse, the distorted information from the raw
meta-corpus data, thus helping to uncover the principal linguistic
variables as well as the governing laws that a researcher is keen to
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find. Study surrounding homogeneous texts can be undertaken from
many perspectives, including homogeneity measurement, corpus se-
lection, and applications in language acquisition and sociolinguistic
analysis. For instance, the cross-corpora studies of Kilgarriff (2001),
Kilgarriff and Grefenstette (2003), and Denoual (2005) relied heav-
ily upon the notion of homogeneity. Kornai et al. (2006) focused on
texts’ homogeneity characterized by their stylistic features, particu-
larly those discernable through author tags. Crossley and McNamara
(2011) used word-based indices such as hypernymy and stem overlap
to test the intergroup homogeneities among L2 English learners and
cross-group heterogeneities between L2 and L1 writers so as to facil-
itate the understanding of the development of L2 writing. Sahlgren
and Karlgren (2005) confined homogeneity to the extent of topical
dispersion with empirical applications. The primary interest of the
current study is to understand how the complexity of a given set of
homogeneous texts progresses over time. For this purpose, the corpus
is treated as an interacting, adaptive, and constantly evolving system,
the evolution of which is regulated by the internal linguistic laws as
well as external sociocultural conditions at large.
Lexical richness, a primary indicator of verbal variation and so-

phistication and hence the degree of complexity profiled by an inter-
ested text, is a particularly useful tool for quantitative and compu-
tational linguistics, the application of which can be found in Smith
and Kelly (2002) for author attribution and in Johansson (2008) for
language proficiency assessment. Existing literature on lexical rich-
ness is mostly concerned with the impact of spatial factors, such as
how lexical richness is influenced by different writing styles or how
lexical richness will vary as text length increases. This includes the
above-mentioned references in this paragraph and the classic work of
Shannon (1951), where maximum entropy of English was analyzed
from an information science perspective, as well as the more recent
works of Brown et al. (1992) and Genzel and Charniak (2002) with a
similar focus. For all such examples, the data used and the core ques-
tions under investigation are cross-sectional, i.e., they are concerned
with linguistic features at a fixed time, even though the dimension
and contributing factors can be complicated.
The current study is fundamentally different in that it focuses

on the evolving structure of the lexical richness over a large span of
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time. In other words, it is dealing with large-scale longitude data in-
stead of static data at a fixed time. The study investigates the lexical
richness properties of a sequence of homogeneous texts, namely, the
texts of China Government Work Report (CGWR) spanning from 1954
to 2011. The entropies of these texts are calculated and treated as a
time series data. Under the framework of the dynamical complexity
theory, the study analyzes and accurately depicts how the entropy
of the CGWR texts progresses in a time span of over fifty years. Ad-
equate probes into the data and the regression results allow us to
trust on a concave and upper bounded exponential model to describe
the observed entropy evolving process. Further diagnostication of the
model approbates the differentiation of the whole process into two
phases, namely, an initial phase where the entropy grows sharply
with vehement fluctuations and a maturing phase where the process
approaches a stationary baseline with small, minuscule fluctuations,
where the fluctuations can be modeled by wavelet trigonometric func-
tions. Interpolation of the initial concave exponential growth and the
modulated fluctuations at the maturing phase yields a unified model
that captures both the long-term trend and the local variations.
The rest of the paper unfolds as follows. Section 2 explains the

CGWR corpus used for the study, followed by a preliminary analysis of
the raw entropy data of the corpus. Section 3 briefly describes the dy-
namic complexity theory and its applications in related areas, on the
basis of which postulations are drawn regarding the evolving pattern
of the entropic process under review. Section 4 presents a mathemat-
ical model for capturing the global structure of the time series of the
entropy data, followed by a rigorous assessment of the validity of
the model. Section 5 is set out to improve the model’s accuracy and
predictive power by incorporating the local microscopic fluctuations
of the process. Concluding remarks and possible future directions are
discussed in Section 6.

2 corpus, measurement,
and descriptive statistics

2.1 Corpus of CGWR
The corpus used for the study consists of the CGWR written texts
archived from 1954, when the first CGWR was published, to 2011,
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excluding the years that the CGWR was not issued: 1961–1963, 1965–
1974, and 1976–1977. Each text contains on average 22,373 Chinese
characters with a standard deviation of 8256.5, making the size of
the corpus approximately 962,000 characters in total. The archives of
the CGWR corpus are publicly accessible at the webpage of the cen-
tral government of China www.gov.cn. The CGWR, as one of the most
important public documents in China, is drafted in accordance to a
stable and formatted style, covering various major aspects of the so-
ciocultural, political, and economic life at national level, as well as
the events and projects of significance of the corresponding year.
While the sociopolitical importance of the CGWR texts is self-

evident, it is their linguistically homogeneity feature that most con-
cerns the current study. Although there exist studies such as Gries
(2006) suggesting using complex techniques to quantify homogene-
ity, the notion of homogeneity in corpus linguistics appears rather
wide and informal, as felt by Kilgarriff (2001), for instance. As to the
CGWR texts in the current study, they are topically homogeneous from
year to year although the emphasis may vary. They are drafted by the
same institutional author whose writing style seems to be even more
consistent than texts by individual authors. Moreover, the production
of CGWR is periodic and subject to a strict scrutiny and modification
process set by both linguistic norms and political operations.
2.2 Entropy measure for lexical richness
Lexical richness refers to the size of the vocabulary that is employed
in language generation and how diversely the words are used. Intu-
itively, it reflects the degree of variations and sophistications of a spo-
ken or written text, the production of which must of course adhere to
the constraints and rules imposed by the language being used. While
lexical richness is something that can be either clearly or vaguely per-
ceived in daily conversations, assigning a numeric value to it becomes
indispensable when scientific research of corpus linguistics is being
conducted on a massive scale. The numeric measure adopted in the
current study to quantify the lexical richness of the CGWR texts is
entropy, the concept of which originates from physical sciences, par-
ticularly thermodynamics.
Consider a Chinese corpus text, denoted as T , which has n dif-

ferent characters indexed with 1, 2, ..., n. Assume that the relative
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frequencies of each of the n characters appearing in the corpus are p1,
p2, ..., pn, then the entropy of the Chinese text is defined as

Entropy(T ) = −
n∑

i=1

pi ln(pi).

Originally introduced in thermodynamics for quantifying the unpre-
dictability of the microscopic state of a physical system at any given
time, entropy has now become a widely accepted concept and a tested
measure of uncertainty and/or complexity in many disciplines and in-
terdisciplinary fields such as communication science, ecology, biology,
and cosmology, to name a few. As useful as it is, what entropy really
measures can be dependent on the context of use and field knowl-
edge of specific disciplines. In particular, it could be naïve to treat
the entropy in classical thermodynamics as equivalent to the Shan-
non entropy, despite that they take the same form in calculation. An
insightful ontological discussion on entropy can be found in Wicken
(1987), for instance. On the other hand, when used for quantifying
lexical richness as in the current study, entropy should be best un-
derstood as a measure of the degree of complexity that the original
system, usually composed of finite components and limited number
of laws governing the interactions between the components, has de-
veloped as of today. For a fixed time horizon, what is emphasized
here is the compositional complexity of the linguistic construct of a
text (Jarvis 2013).
It is a simple calculation, using the above formula, to show that

the maximum possible value of entropy for T is achieved when all
the characters in it are different from one another, in which case
Entropy(T ) = ln(n), where n is both the total number of charac-
ters (tokens) and the number of unique characters (types) appear-
ing in the text. Nevertheless, the entropy of any meaningful text
is in reality far below this number because, first, the total number
of unique Chinese characters (or the total number of types of any
language in general) is capped; and second, the distribution of all
the unique characters (or the types of any language) is far from,
not even close to, uniform distribution. As a matter of fact, the sec-
ond rationale of the above partly echoes the well-known Zipf’s law.
Take the CGWR of 1954 as example, Table 1 provides a summary
of key statistics relevant to the current study. And Figure 1 pro-
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Figure 1: Frequency distribution plots of CGWR 1954 text

vides the corresponding frequency plots, where the left plot is in the
original scale, and the right plot is scaled by the natural logarithm.

Table 1:
Descriptive

statistics of the
CGWR 1954 text

Year Total
unique
characters

Total
characters

TTR Entropy Maximum
entropy

1954 1205 23168 0.052 5.8601 10.0505

3 theoretical framework
and related research

3.1 Overview of dynamic complexity theory
The core theoretical foundation that forms the basis for the assump-
tions of the current paper, and according to which the statistical mod-
els are constructed, is the theory of the dynamic complexity system.
The theory, despite its diverse origins and applied fields, is formulated
and commonly accepted nowadays insofar as it corrects the tendency
in classical approaches in physical sciences to explain both natural
and human phenomena with over-simplified assumptions and static
mechanisms. Given its multidisciplinary and interdisciplinary nature,
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it is not easy to portray a full genealogy of dynamic complexity (some
antecedents of complexity theories from linguists’ perspective can be
found in Larsen-Freeman and Cameron 2008, pp. 2–4). Early mathe-
matical usage of complexity using the concept of entropy is usually
traced back to classic thermodynamics (Bailyn 1994), the focus con-
cern of which is how heat is transferred in a physical system and how
the system evolves in the irreversible time direction. Dynamic com-
plexity is, in a sense, a general postulate of the second law of thermo-
dynamics in broader disciplines beyond physics and chemistry.
It is important to keep in mind that the complexity system contex-

tualized in contemporary scholarly research is far more “complicated”
and multifaceted than its counterpart in thermodynamics. Among oth-
ers, one notable difference is that traditional thermodynamics only
deals with an isolated physical system, allowing no matter or energy
exchange across the boundaries. Hence, the law governing the entropy
process therein, as complex as it can be, is deterministic. Fundamen-
tally different from classic sciences, the dynamic complexity theory
used in this study views any examined entity as a complex and con-
stantly evolving system, the members or components of which are in-
teracting with each other, each evolving as a sub-system under the
constraints imposed by the system as a whole. Exchange of matter,
energy, and information is allowed not only among the interacting
make-ups, but also between the system and the external environment
in which the system is sustained. Almost as a consequence, it allows for
self-organization, chaos behavior, nonlinear progression, and phase
changes (Larsen-Freeman and Cameron 2008).
3.2 Application in related research
Nowadays, dynamic complexity theory has proven a useful framework
for many applied fields in physical and social sciences. Direct or indi-
rect introduction of dynamic complexity into studies of linguistic phe-
nomena has led to fruitful results on a number of frontiers, particularly
in the past two decades. For example, a dynamic language develop-
ment approach was taken by Verspoor and Behrens (2011) to explain
the role of frequency in L1 learning and the role of L1 in L2 learn-
ing. Spivey (2007) asserted the continuity of mind, emphasizing the
dynamic and complex characteristic of human’s cognitive, hence lin-
guistic function. Meara (2006) adopted a similar approach for model-
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ing vocabulary learning. A thorough treatment of linguistic complexity
theory is presented in Larsen-Freeman and Cameron (2008), where the
core rationales and properties defining “complexity systems” in lan-
guage study are meticulously laid out. Many studies, such as Blevins
(2004), Croft (2008), and Lee and Schumann (2003), fall within the
framework of evolutionary linguistics, which partly overlaps the idea
of dynamic complexity theory, particularly when the self-adaptive na-
ture of languages is underscored. A similar approach was taken by
Wang (1979) in accommodating the diffusions and randomness ob-
served in language changes. Dynamic complexity is also presented in
the competition model developed by MacWhinney (2007) in account-
ing for the spectrum of interrelated phenomena arising from FLA and
SLAs. Useful as they are, the applications of the dynamic complexity
theory in most of the existing studies are lacking a unified measure,
and the analysis to date has been mostly qualitative in nature. Our
statistical modeling, in part, exemplifies an attempt to bridge this gap
in the focused area of corpus linguistics.
3.3 Pertinence to CGWR
According to Larsen-Freeman and Cameron (2008), a complex sys-
tem is “a system with different types of elements, usually in large
numbers, which connect and interact in different and changing ways”
(p. 26). While others such as Verspoor et al. (2011) have summa-
rized in different ways, virtually all the theorists agree that dy-
namicity and spontaneous changes between both interconnected el-
ements as well as the system as a whole are the central property
for a system to be complex. For the CGWR to be characterized
as such, the constituent agents, from a complex system perspec-
tive, are the Chinese characters, words, phrases, idioms, and proper
nouns commonly related to the sociocultural, political, and eco-
nomic life of contemporary China. Not only are these components
completely interconnected and interacting with each other sponta-
neously, but the discourse structure and rhetoric strategies pertain-
ing to them are also constantly changing to fit the linguistic func-
tions that the CGWR text is supposed to perform. When an en-
tropic metric is imposed macroscopically, the system is unsurpris-
ingly manifested as a self-adaptive process, evolving from simple
primitive forms to more complicated ones under regulations of both
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Most frequent
content-words in
the CGWR texts
of 2009–11

formal linguistic rules and peripheral sociolinguistic norms of the
society.
Figure 2 provides a diagram of the changes in the content-words

appearing most frequently in the CGWR texts from the years 2009,
2010, and 2011, which aptly reveals the dynamic quality of the CGWR.
At least three major factors contributing to the relative changes in
the ranking and frequency of these content-words can be identified
as follows. First is the topic continuation of CGWR over time, repre-
sented by the thick solid arrows (in green) in the diagram. For ex-
ample, “to develop” or “development” played a central topical role
in the CGWR in the three years under analysis; it was consistently
the most frequently occurring content word across the CGWR texts
during all three years (117 for 2009; 123 for 2010; 139 for 2011).
Other notable topical words include “economy”, “to build”, and “to
strengthen”, the relative usage of which saw more fluctuations. Sec-
ond is the dynamics of lexical networks over time, denoted by the thin
curve segments (in light steel blue) in the diagram, where an edge in
the network can be defined by synonyms such as tui1jin4 (to boost)
and fa1zhan3 (to develop), for instance; or a syntactic dependency as
in the concurrence of fa1zhan3 (to develop) and jing1ji4 (economy),
for instance. The third factor figuring in the dynamic quality of the
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CGWR consists of the complexity explicated by the social, cultural,
political, and economic contexts in which the CGWRs were drafted.
This type of complexity, conceptualized by the ellipses as well as the
thick dashed arrows (in dark steel blue) between such ellipses in the
diagram, reflects the co-adaptive nature of the CGWR, where it al-
lows for the exchange of energy and matter across the boundaries
and draws on resources and influences from the external sociocul-
tural environment in general. As such, a full understanding of the
linguistic dynamism of the CGWR texts is not probable without ref-
erence to the parallel social, cultural, political, and economic realities
of the society.
Of course Figure 2 is far from complete in depicting the infinite

microscopic complexities belonging to the system under study. It only
provides a glimpse, from a rather limited angle, of the vast lexical
dynamics present in the CGWR texts from year to year. Many sub-
tle changes caused by lexical inertia or a variety of cohesions are
not easy to describe accurately, neither can the emergence of new
words driven by technology advancement or socioeconomic shifts, for
instance, be fully accounted for. Nevertheless, despite the lack of a
complete microscopic description, the dynamic nature of the CGWR
texts is sufficiently evident from this illustrative diagram. After all,
the macro evolving pattern instead of the micro and local cause is
the focus concern of the current investigation. Moreover, the goal of
a dynamic approach, according to Verspoor et al. (2011), “is not to
list possible causes for change and development but to describe the
process of change and development itself by means of tracing the it-
erative change over time”. Table 2 identifies the key properties of the
CGWR serving to define its dynamic complexity nature. The items in
the Field column of the table were pointed out by Larsen-Freeman and
Cameron (2008) as the defining features of a system being complex.
The second and third columns of the table are adapted from the same
reference (p. 37).

4 global entropic model for cgwr texts

To properly envision a mathematical model that appeals to the dy-
namic nature of CGWR explained in the previous section and simul-
taneously captures its general entropic evolution pattern, it is reason-
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Field Ecology Classroom
language learning CGWR

Agent individual
animals

students, teachers,
languages

characters, words,
proper nouns

Heterogeneity eating,
nesting,
breeding,
habits

abilities,
personalities,
learning demands

meaning, lexical
relationships

Organization schools,
herds, food
chains

class, groups,
curricula,
grammars

content vs.
function,
part of speech,
thematic group

Adaption hunting,
mating,
security

imitation,
memorizing,
classroom
behaviors

derivation,
metaphor,
situational context

Dynamics predator-prey
interactions,
competition

classroom
discourse, tasks,
participation
patterns

rhetorical force,
styles,
sociocultural
influence

Emergent
behavior

extinction,
niches

language learning,
class/group
behavior, linguae
francae

internet language,
word fashion,
popularity

Table 2:
Defining features
of CGWR and
other complex
systems

able to start with a qualitative exploration of the empirically observed
data. Figure 3 presents the scatterplots of the calculated entropies per-
taining to the CGWR texts, where time denotes the number of years
since 1953, skipping those years in which the CGWRwas not issued, as
pointed out in section two (the same definition applies to all the subse-
quent models and plots). The upper plot in Figure 3 corresponds to the
data set with all punctuation deleted, and the lower plot to the data
set with all punctuation included. These two series show very similar
tendencies, but the entropy values for the data containing all punctua-
tion are systematically lower than those with all punctuation deleted.
The reason for such a difference is that punctuation constitutes ex-
tra linguistic constraints imposed on the text; and according to the
dynamic complexity theory, the more imposed constraints, the lower
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Figure 3:

Scatterplot of the
entropic processes
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diversity of a system, with other conditions fixed. Whether punctua-
tion should be included or not depends on the purpose of study. There
exist examples where punctuation spaces are ignored (Shannon 1951,
for instance) and also examples where they are included (Brown et al.
1992). For the subsequent analysis, all models are constructed with
punctuation included, but they are equally valid for the scenario with
punctuation deleted.

4.1 Some observations
It is a palpable observation that CGWR, as a dynamic complex system,
is generally increasing in entropy. The ascending trend of the entropic
process is first a manifestation of the increasing complexity of CGWR
in terms of lexical choice, syntactic structuring, and discourse plan-
ning. It reflects the many and changing ways that all such constituents
can interact, mutate, and concatenate with each other. To be able to
appreciate this overall pattern, it helps to realize that a third-party
reader will more likely to encounter new words, advanced semantic
constructs, sophisticated cohesions, unprepared concepts, etc. when
reading the CGWR texts in chronological order. On the other hand,
CGWR is inseparably connected into the social and societal dynam-
ics it purports to describe. This sociocultural-ecological perspective
of languages (see Steffensen and Fill 2014; also Larsen-Freeman and
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Cameron 2008) allows us to view the CGWR as a linguistic vessel of
the society’s events and histories. Ideally, the entropic process of the
CGWR text shall behave in the same way as the entropic process of
the societal focus it depicts, although it is quite unlikely, in reality, for
such dual processes to be exactly parallel to each other. Consequently,
as the complexity of human society increases (technologically, cultur-
ally, and economically), so does that of the associated linguistic agents
such as the CGWR under study.
On the other hand, because the interacting linguistic components

such as characters or punctuation must maintain certain lexemic, et-
ymological and grammatical structures so as to sustain the linguistic
functions of the system, the rate of increase of entropy of a homoge-
neous text with a roughly constant size will eventually decline, con-
strained by the linguistic and sociocultural conditions. Analogous ar-
guments apply to the dual process of human society. Although inter-
actions between parts, self-organization, randomness, nonlinear be-
haviors, even chaos and bifurcations are allowed in human organi-
zation, the level of possible complexities must be capped due to the
constraints of, for instance, laws, cultural norms, limited capacity of
production, and ethnic bonds. These conditions and constraints are
necessary to conserve the defining properties of the system and pre-
vent it from malfunctioning.
Lastly, one should expect fluctuations in the entropic process of

the CGWR texts. This is different from the classic statement of the sec-
ond law of thermodynamics, in which the entropy is asserted to be
monotonically increasing. The difference is that a government publi-
cation is not an isolated system. Instead, it needs to accommodate the
addition or deletion of lexicons, and must also allow for an inflow of
foreign discourse styles, among other elements. Furthermore, such a
text is subject to artificial modifications in terms of topic, theme, or
size of text, in reaction to the changes in the human society system
it endeavors to depict. Additionally, the fluctuations of the entropy
process of a homogeneous text should be vehement in the initial stage
and moderate in the maturing stage. The rationale for this, from a self-
organization perspective, is that the initial stage of a system retains
much less structural inertia than the maturing stage. Thus, random
and nonlinear mechanics can cause dramatic changes to an emerging
system with much less cost.
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To summarize, the overall trend of the entropic process of the ho-
mogeneous CGWR texts is an upper bounded increasing function in
time, where the trend undergoes a fast increasing initial phase before
flattens to a saturated phase in the long term. In addition, fluctuations
are accompanied throughout the whole process, where the magnitude
of the fluctuation is large for the initial phase and small for the satu-
rated phase.

4.2 A basic model for the principal trend
For quantitative modeling purpose, the study embraces a mathe-
matical function having the following characteristics: 1) it increases
rapidly in the beginning, plateauing as time goes on; 2) it is up-
per bounded and eventually flattens to a horizontal line, which is
the upper limit of the expected entropy for the given length of the
text. This leads to the following choice of equation (1), a gener-
alized exponential type function with such postulated growth pat-
terns:

E = b1 − b2e−b3 t , (1)
where t denotes time (measured in years) since the beginning of the
practice of CGWR, and e is the exponential function. The same no-
tation and definition apply to following equations and discussions.
The choice of model (1) is not for the convenience of data anal-
ysis, although the exponential function, the second term of (1), is
indeed a built-in class in many statistical packages, such as SPSS.
It is selected because many natural phenomena, including those in
linguistic processes, have been shown to develop in that way. For
instance, Szmrecsanyi (2005) showed how the percentage of per-
sistent pairs in a text, as a function of the textual distance of the
pair, is decreasing exponentially. Learning effectiveness of repeti-
tion priming was reported to decay exponentially as a function of
the length of the lag time (McKone 1995). Beeferman et al. (1997)
provided an empirical study on why a model of exponential type
can be used to describe the attractive and repulsive distances be-
tween word pairs with high mutual information. Despite these al-
most ubiquitous exponential phenomena being observed, a poten-
tial criticism might still be raised that all such examples are mod-
eling a decaying process rather than an increasing one. But one
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should note that the usual decay model taking, for example, the
form y = ae−bt , is actually a special case of (1) when the signs
of the parameters are not restricted. There is a bound parameter
for the usual decay model also, in the sense that zero is its lower
bound.
The procedure to find the best estimates of the parameters appear-

ing in model (1) as well as a procedure for model evaluation, under
the normality assumption of errors, can be facilitated by statistical
packages such as Matlab or SPSS. Precautions still need to be taken,
though, in terms of choosing reasonable initial guesses of the target
parameters and avoiding common pitfalls associated with nonlinear
regression, e.g., over-fitting. The least square optimization procedure
yields the following estimates for the model defined by equation (1):

b1 = 6.0222

b2 = 0.3089

b3 = 0.0580

The corresponding standard errors for the parameter estimates are
0.0558, 0.0483, and 0.0301. The R-squared and adjusted R-squared
statistics for the model are 0.5406 and 0.5177, respectively. Although
the R-squared value does not seem impressively high, one should keep
in mind that the validity of a nonlinear model is not solely, and not
even largely, determined by the magnitude of the R-squared value
when the general trend of a process is the main concern of a study. For
a more rigorous explanation of why the R-squared value should not
be a main concern in trend analysis, one can refer to Wittink (1988).
On the other hand, the R-squared value of the basic model (1) can
indeed be improved, as discussed in the next section. The t-statistics
for parameters are 107.8670, 6.3982, and 1.9262, with correspond-
ing p-values of 0.0000, 0.0000, and 0.0305 (accurate to four decimal
places), respectively. Clearly each t-statistic is large enough and each
p-value is small enough, which strongly justifies the statistical sig-
nificance of each individual parameter in model (1). The calculated
F-statistics for the model is 24.1258, with the corresponding p-value
of 1.1870×10−7. The overall explaining power of the model is strong.
Figure 4 plots the fitted curve of the global model, together with a
95% confidence band of the regression.
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Figure 4: Plot of the original data (the circular points), basic global model (the
connected curve), and 95% confidence band of the regression (the region be-
tween the dashed curves)

4.3 Model the local fluctuations
The backbone structure of the dynamic evolution of the entropy pro-
cess is implied by the concave exponential model defined by equa-
tion (1), yielding not only a quick growth feature in the beginning of
the process, but also a quick plateau effect when time is large. This
said, the model does not capture the microscopic structure of the pro-
cess, which exhibits large or small fluctuations at all times. There are
standard statistical methods that might help to improve the model ac-
curacy, such as smoothing and autoregression. But a relatively simple
and more direct approach is to introduce the wavelike functions to the
model, namely, trigonometric sine or cosine functions.
Notice the fluctuation of entropies is initially more vehement and

becomes moderate later on as the process approaches steady state. It is
therefore plausible to separately analyze the process in two stages: an
initial quick growth stage where the process is more volatile, and the
steady stage where the growth momentum is mild and the fluctuation
is moderate. A clue to this can be obtained by an expository check of
the scatterplot of the entropy, where the 12th data point appears to be
the borderline after which the series becomes relatively stationary. To
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validate statistically, one can appeal to the unit root test, a standard
procedure in time series analysis for testing whether a given series is
stationary or not at a prescribed level of confidence. The procedure
applied to the 31 observations, i.e., the suggested steady stage of the
original entropic time series, rejects the null hypothesis that the series
under testing has a unit root, or equivalently affirms the hypothesized
stationary nature of it, and does so at a 90% confidence level. To be
specific, the augmented Dickey-Fuller statistic is −2.7603. The critical
values of the test are −2.6210, −2.9640, and −3.6702 at, respectively,
the 90%,95%, and 99% confidence levels.
Now we turn to the modeling of the steady state with a cutting off

point set at the 12th point. To model this truncated series of data with
the fluctuation characteristics being the core concern, the following
trigonometric functions are chosen:

E = k0 +
K∑

j=1

k1( j) sin (k2( j)t + k3( j)). (2)

When K is specified, the parameters can be determined using the
same regressing procedure carried out for the model defined by equa-
tion (1), and the regression evaluation can be performed accordingly.
The only new issue that may complicate the procedure is the choice
of K, which defines how many trigonometric functions are to be used
in the model. With homogeneity of the data and validity of the model
(2) in mind, one can apply an iterative scheme to find such an optimal
K numerically. For the current analysis, the following rules of thumb
were followed in selecting the optimal K, namely, i) the increase in
adjusted R-squared divided by the increase in R-squared value is ap-
proaching maximum; ii) the majority, if not all, estimates are signif-
icant enough, judging by the corresponding t-statistics or p-values;
iii) the overall F-statistics for the model is significant enough. By these
rules of thumb, K=4 is found to be optimal for the model under re-
view. Figure 5 presents the comparison plots for cases K=2, 3, 4, 5.
Table 3 summarizes the key regression statistics, where K=4 is ob-
served as the choice of how many sine functions to include for best
fitting the data.
One comment to add is that there appears to be a relatively large

gap between the R-squared value and the adjusted R-squared value.
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Figure 5:

Plot of the steady state
series and the fitted curves

using trigonometric
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K=2 K=3 K=4 K=5
R-squared 0.1801 0.4197 0.6761 0.7131
Adjusted R-squared 0.0248 0.1710 0.4602 0.4262
F-statistics 0.9155 1.7682 3.3054 2.6515
p-value for F-test 0.5002 0.1325 0.0099 0.0309

Table 3:
Regression statistics for
the steady state series
with different K

This is mainly a consequence of the small size of the data set. When the
sample size is large enough compared to the number of independent
variables, the adjusted R-squared value should be virtually the same as
the R-squared value itself. This also implies that the model will work
better as the CGWR corpus increases in size.

5 improved global model
The improvement of the global model can be achieved by a consolida-
tion of the overall concave exponential structure and the trigonomet-
ric microscopic structure of fluctuations. In other words, the exponen-
tial component and the trigonometric component jointly depict the
evolution of entropy with high resolution at local and global levels.
Specifically, the following model is proposed for this purpose:

E = b1 − b2e−b3 t + b4 sin (b5 t + b6)e
−b7 t . (3)

The product term of the exponential factor and the trigonometric fac-
tor corresponds to the interactions between the general trend and lo-
cal fluctuations. The magnitude of the wavelets yielded by the product
term is high when t is small, and low when t is large, making the term
a suitable choice to describe the fluctuations observed in the CGWR
process. The parameter estimation procedure is same as that applied to
model (1). Actually the values of the estimated parameters for model
(1) can be used as part of the initial guesses for the parameter vector
for model (3). Going through the nonlinear regression procedure leads
to the following parameter estimations:

b1 = 6.0169 b2 = 0.3105

b3 = 0.0620 b4 = 0.1721

b5 = 1.2703 b6 = 0.9612

b7 = 0.0740
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The model is statistically significant, with a sound explaining
power, as shown in all critical aspects of observed statistics under
scrutiny via various standard tests. The t-statistics for all the parame-
ters b1−b7 are sufficiently large and the p-values for all the parameters
b1− b7 are sufficiently small, where the observed smallest t-statistic is
2.4950 (for the parameter b3), corresponding to a p-value of 0.0086.
The significance of each parameter can also be assessed by how far
away the confidence interval of the estimate is from zero, at the pre-
scribed confidence level. Computation shows that the 90% confidence
intervals for all the parameter estimates are far enough from zero.
For instance, the ratio between the estimate of b3 and the correspond-
ing half confidence interval is about 1.4797; and it is the lowest one
among the seven such ratios. The R-squared and adjusted R-squared
values are 0.7432 and 0.7004 respectively, both at acceptable lev-
els for such a highly nonlinear model with frequent fluctuations. The
overall validity of the model is particularly shown in the significance
of the F-statistics, which is 17.8450, and the corresponding p-value,
which is 1.3692 × 10−9. In addition to the significance of each indi-
vidual parameter b1− b7, none of the paired correlations between the
estimated parameters is higher than 0.8 in absolute value except for
parameters b3 and b1, the correlation between which is about −0.93,
implying that the model basically does not have the problem of pa-
rameter redundancy and over-fitting. The full correlation matrix of
the estimated parameters for model (3) is provided in Table 4.

Table 4:
The correlation
matrix of the
estimated

parameters in
the global
model (3)

b1 b2 b3 b4 b5 b6 b7

b1 1
b2 0.4527 1
b3 −0.9285 −0.1677 1
b4 −0.0462 −0.0229 0.0443 1
b5 −0.1310 0.1510 0.1864 −0.1057 1
b6 0.1885 −0.1980 −0.2620 0.1398 −0.7675 1
b7 −0.0576 −0.0212 0.0551 0.7454 −0.0727 0.0945 1

It can be verified, however, that one or more of the above conclu-
sions will be violated or weakened when one or more trigonometric
terms are added, which shows that the model in the current formula-
tion is optimal in terms of how many corrective terms need to be in-
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Figure 6: Plot of the original data (the circular points), improved model (the con-
nected curve), and 95% confidence band of the regression (the region between
the dashed curves)

corporated, given the current component functions and format of the
model. For example, adding another trigonometric term can slightly
increase the R-squared value to 0.7484, but the adjusted R-squared
value will drop to 0.6214. Figure 6 plots the fitted curve and the cor-
responding 95% confidence band of the regression.
Although the above internal regression procedure appears to fa-

vor model (3), it is a reasonable concern that it does not overfit the
data, especially because the available CGWR texts are relatively scant.
The key issue here is whether adding more parameters into model (1)
is a worthy effort when extrapolative prediction is also taken into con-
sideration. Since we are mainly concerned with the evolution pattern
of the CGWR text in the irreversible time direction, the appropriate nu-
meric overfitting test to apply will be the out-of-sample prediction test,
i.e., assessing which model can better forecast the future movement
of the entropic process of the CGWR based on the past information.
Many overfitting statistics have been developed and used for time se-
ries model selection. Here, I choose the three most widely used statis-
tics, namely, mean squared error of out-of-sample prediction (MSE),
mean absolute error of prediction (MAE), and mean absolute percent-
age error of prediction (MAPE) to compare the model (1) and (3). In
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addition, I present two more statistics for comparison: one is predic-
tion error variance (PEV), measuring how consistent the errors are;
and the other is the Theil statistic (Theil) measuring how relatively
effective the model is compared to a naïve model, where the future
value is simply predicted as the current value. For detailed discussion
of these statistics as well as their relevance in assessing the overfitting
of time series modeling, one can, for instance, refer to Bisgaard and
Kulahci (2004) and Fildes (1992).
To carry out the out-of-sample cross validation, one needs to de-

cide on a cutting point on the time direction. Thereafter the sequential
data are used as the pseudo future cases against which the predicted
values are compared. While the choice of the size of this test set is not
completely rigid, this study follows the fourth quarter holdout rule,
i.e., the rounding point of the 25% of the time series from the end
as the starting point of the out-of-sample prediction test, which has
been agreed upon by most of the theorists and practices for time se-
ries modeling (Hastie et al. 2009). Table 5 provides the 1-step-ahead
and 3-step-ahead forecast statistics of the model (1) and model (3),
where it is evident that the one-year forward movement of the en-
tropic process is consistently more predictable with model (3) than
with model (1) under all the chosen testing criteria.

Table 5:
Out-of-sample
test statistics
for model (1)

and (3)

MSE MAE MAPE PEV (10−5) Theil
1-step-
ahead
forecast

model (1)
model (3)

0.0009
0.0007

0.0232
0.0222

0.0039
0.0037

0.9390
0.5535

0.5255
0.4169

3-step-
ahead
forecast

model (1)
model (3)

0.0004
0.0004

0.017
0.0182

0.0028
0.0030

0.4450
0.3086

0.7879
0.7778

It is worth noting that the Theil statistics for both models are at
an acceptable level, affirming the usefulness of both the models, re-
gardless of the difference in the out-of-sample prediction tests. On the
other hand, the improvement in prediction accuracy of the model (3)
does not seem to compensate for its increased complicatedness, when
judged by the multi-step-ahead forecast statistics. To interpret these
statistics, it is worthwhile to refresh the idea that “overfitting is not
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an absolute but involves a comparison” (Hawkins 2004). Similar pre-
cautions have been expressed by Bisgaard and Kulahci (2004) – that
numerical and statistical tests of overfitting should not be applied me-
chanically without reference to the research contexts and purposes.
Because the CGWR is viewed in the current study as a dynamic com-
plexity system which intrinsically allows for fluctuations, model (3)
appears a plausible choice when a near future prediction – such as
one year in advance – is the main concern. One should nevertheless
be aware that a more complete picture of the progressive pattern will
only be visible as more real data are accumulated over time.
Lastly, the above models (1) and (3) are based on the assumption

that the fitted residuals are normally distributed, which needs to be
justified. While an apparent violation of normality can often be de-
tected by simple graphical methods such as probability plot or QQ
plot, numerical tests are necessary for subtle cases. Here four widely
used procedures, namely, Kolmogorov-Smirnov (KS) test, Lilliefors
(Lillie) test, Shapiro-Wilk (SW) test, and Anderson-Darling (AD) test
were run and the corresponding results are presented in Table 6. For
relevance and comparative powers of these tests for normality test-
ing, one can refer to Razali and Wah (2011). For model (3), the null
hypothesis (H0) that the residuals are normally distributed is solidly
affirmed as it passed all normality tests with sufficiently high p-values.
On the other hand, the normality assumption is only marginally satis-
fied for model (1). When the significance level of the test, defined as
the probability of the Type I error, is set at 0.01, model (1) can pass
all the normality tests; but when the significance level is set at 0.05,
it only passes KS test and fails all the rest (see Table 6 for detailed
statistics).
This is to some extent understandable, as the CGWR process un-

dergoes large fluctuations in the initial stage. Model (1) was created to
capture only the main trend of the process in the first place, where the
local fluctuations were not accounted until the trigonometric terms
were introduced as in model (3). Because the variability of error
induced by model (1) systematically decreases from large to small,
the slight non-normality of it can be easily rectified. One convenient
method for this purpose is to appeal to what is called the linearization
transformation of random variables (Schabenberger and Pierce 2002;
Chatterjee and Hadi 2012). In our case, the desired transformation is
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Y = ln (b1 − E),

where E is entropy, the response variable of model (1), and b1 =
6.0222 is the parameter appearing in model (1) defining the asymp-
totic upper bound of the entropic process of CGRW. A simple algebraic
operation based on the above transformation yields a linear model of
the following form:

Y = c1 + c2 t. (4)
The rest of the original parameters of model (1) can be recovered from
the parameters of the linearized model by b2 = ec1 and b3 = c2. A Sim-
ple least square regression gives the best estimation of the transformed
parameters as c1 = −1.2620 and c2 = −0.0633. Indeed, the transformed
model defined by the above linear equation neatly satisfies the nor-
mality requirement, where the statistics of the corresponding normal-
ity tests are also tabulated in Table 6.

Table 6:
Statistical tests
for the normality
of the models

KS Lillie SW AD

Model (1)

H0 (0.01 signifi-
cance)

accepted accepted accepted accepted

H0 (0.05 signifi-
cance)

accepted rejected rejected rejected

p-value 0.3474 0.0363 0.0137 0.0313
Statistic 0.1387 0.1387 0.9321 0.8182

Model (1)
Log-Trans-
formed

H0 (0.01 signifi-
cance)

accepted accepted accepted accepted

H0 (0.05 signifi-
cance)

accepted accepted accepted accepted

p-value 0.9687 0.8230 0.3572 0.5978
Statistic 0.0717 0.0717 0.9716 0.2987

Model (3)

H0 (0.01 signifi-
cance)

accepted accepted accepted accepted

H0 (0.05 signifi-
cance)

accepted accepted accepted accepted

p-value 0.9175 0.6750 0.4016 0.4216
Statistic 0.0812 0.0812 0.9731 0.3672

One comment I would like to add is that the linearization pro-
cedure via logarithm transform only leads to the significance of nor-
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mality for the modeling; it does not improve the model accuracy. In
particular, model (1) is still relatively inferior compared to model (3),
judged by the out-of-sample predicting errors, regardless it is ex-
pressed in terms of the original upper-bounded exponential function
or the logarithm transformed linear function.

6 concluding remarks

Taking the CGWR as the test corpus, the current work investigates
how lexical richness of a series of homogeneous texts evolves over a
large time horizon. The dynamic complexity theory is shown to be a
pertinent and valid foundation in the current study in the context of
the existence conditions of homogeneous texts. It provides a relevant
method for looking at the CGWR corpus as an open, dynamic, hetero-
geneous, and self-adaptive system. Additionally, the strong, distinc-
tive, and mathematically describable properties exhibited in the asso-
ciated time series of the entropic data are naturally hinted by the key
theoretical implications of a dynamic complexity system. Although
the base functions used in our modeling – a class of concave down
exponential functions and a class of periodic trigonometric functions
– seem rather simple, it takes a novel combination of them together
with their interactions to produce an effective quantitative model. The
models and results of the current work demonstrate that the dynamic
complexity approach is not only metaphorically plausible, but is also
conducive to rigorous quantitative conclusions.
A major limitation of the current study is the small size of the

available data, resulting from the relatively short history of the CGWR
practice. Given that the CGWR is an institutional writing process
which is subject to the influence of the sociocultural environment in
which it is embedded, it may be hasty to assume that the CGWR will
reach its peak of lexical richness within fifty years since its inception.
Because of this limitation, the models contained in the current study
could have only provided a partial picture of an even larger evolv-
ing pattern which may not stand out until sufficient time has passed.
For instance, it is possible that the periodicity of local fluctuations,
described by the parameter b5 in model (3), will not keep constant
for an arbitrarily long time. In addition, it could be the case that the
saturation state observed in the current paper is not the ultimate one
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Figure 7:
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when the future evolution of the CGWR process is taken into consider-
ation. Among other reasons, phase change is known to be a common
characteristic of linguistic dynamics (Larsen-Freeman and Cameron
2008), implying the probableness that the saturation currently ob-
served is only one of the multiple local saturations to come when the
data is large enough. Figure 7 presents a simulated illustrative exam-
ple where an entropic process undergoes three growth phases; each
can be roughly estimated by model (3). This is in spite of the observa-
tion that all such three phases are again subordinated to a large-scale
exponential decay model when interpolated together. More examples
of multi-phase linguistic dynamics can be found in Larsen-Freeman
and Cameron (2008), Verspoor et al. (2011), and Stachowski (2013),
for instance.
The models provided in the current paper, when extrapolated

backwards, can also provide useful hints to the pattern of language
changes in historical linguistic studies. In particular, model (3), where
it is appropriate to apply, tends to hint that language changed more
dramatically in the farther past than in more recent times. To cite
one example, the occurrence of paratactic constructions in written En-
glish such as left-dislocated NPs had undergone a roughly exponential
decay during the years 950–1910 from Old English to Early Modern
English and to Modern English, where the changes in the first 500
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years were more vehement before being stabilized since about 1450
(van Kemenade and Los 2014). As an example in Chinese, the rela-
tive frequency of ye3, a sentence-final interjective marker which is
often an emblematic of a Chinese text being classic, had seen gradual
decrease from pre-10th century to 20th century, where the changes
were more volatile and dramatic before 17th century (Shi 1989). This
said, much depends here on the overall trending of the underlying pro-
cess, there are cases where an exponential model is not suitable. The
occurrence of unique Turkic glosses in Polish texts from 1388 to 1791
reported by Stachowski (2013) and the increase of the use of the En-
glish auxiliary do as a negative declarative demonstrated by Ellegård
(1953) are such examples. Logistic functions, instead of exponential
functions, should be used to best describe the respective linguistic phe-
nomena, where a slow initial growth period is present before a more
dramatic growth period emerges. In addition to model selection, the
comparability and representativeness of the historical texts are also
critically important when backward extrapolation is applied to infer
language changes in the past. Caveats and pitfalls may arise because
language data, when drawn from different historical periods, can be
very inhomogeneous in dialect, genre, register, and sociolinguistic en-
vironment. For further technical precautions in using limited histor-
ical texts to extrapolate general pattern in the past one can refer to
van Kemenade and Los (2014).
For future work, it is important to enrich the current research

with similar empirical tests using other types of homogeneous texts
in Chinese, so as to generalize the conclusions made in this study.
Systematic differences in terms of the concavity of curve or parameter
values or sharpness of the initial increasing phase of the curvemight be
detected when homogeneity changes across different corpora. Admit-
tedly, however, the more challenging task will be how to account for
such cross-corpora differences from pertinent theories, some of which
can be more innately rooted in the mechanisms of language develop-
ment. Dynamic complexity theory, generally concerned with the struc-
tural distribution from macro and inferential perspective, does serve
as a substitute for causal effect analysis in specific linguistic fields.
In addition, testing of the models against homogeneous texts in

languages other than Chinese might generate insightful comparisons.
Given that Chinese and English are very different in many aspects,
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including orthographic form, syntactic rules, and semantic structure
(Ku and Anderson 2003; Perfetti and Tan 1998), whether or not the
lexical richness measures that were developed historically for alpha-
betical languages are readily applicable to Chinese as an orthographic
language is a reasonable concern. As shown by Figure 1 of the current
paper, the frequency distribution of the CGWR text (in log-log scale)
can be very different than one might expect for English. Specifically,
the frequency distribution of Chinese tends to exhibit a larger concav-
ity after a certain rank of unique characters (typically in thousands) is
reached, whereas that of English tends to progress with a more stable
slope. This rank-frequency distributional difference between the two
languages has been verified by recent empirical studies such as Chen
et al. (2012). How this difference will affect the entropic process of
English homogeneous texts and whether the pattern uncovered in the
current study will equally hold for the counterpart in English will be
a worthwhile future direction.
Another aspect desiring more fine-tuned investigation is the

mechanism leading to the periodic, although modulated, fluctuations
manifested in the entropic process of the CGWR texts. Possible ap-
proaches may include a careful examination of the recurrent soci-
olinguistic themes to which the CGWR sporadically refers. For exam-
ple, strategic planning is a central characteristic of China’s economy,
where a top-down Five-Year Plan is developed by the government
every five years to mobilize resources for identified priorities. It is
then a legitimate question to ask whether a sort of correlation exists
between such a recurring socioeconomic initiative and the observed
periodic pattern in the entropic process of the CGWR text.
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