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Computational approaches
to morphological typology

Micha Elsner! and Sacha Beniamine?

1 The Ohio State University
2 University of Surrey

INTRODUCTION

Theories of morphology pertain to the lexicons of languages: what
forms of words exist, how they relate to one another, and what they
mean. To refine and test such theories, morphologists require high-
quality information about lexicons, and where they posit particular
learning mechanisms, these naturally operate on lexical knowledge to
make their predictions. The size of a natural language lexicon, with
its various quirks and irregularities in form and frequency, lends itself
naturally to a databasing approach, and morphologists have a long
history of productive engagement with computation.

The classification of languages into morphological types consti-
tutes one of the earliest attempts to linguistic typology (von Schlegel
1818). As soon as 1960, Greenberg sought to objectivise these types
by calculating indexes on corpora. In the past two decades, differ-
ent strands of multi-variate morphological typology have converged
to set the scene for scaling up morphological typology. The program
of Canonical Typology (see among others Corbett 2005; Brown et al.
2012; Corbett 2023) has contributed to map out the space of typolog-
ical variation in morphology and at its interfaces. Simultaneously, the
program of Autotypology (see among others Bickel and Nichols 2002;
Bickel et al. 2022; Witzlack-Makarevich et al. 2022) has supported
the creation of large, interconnected typological databases, flexible
enough to support diverse typological investigations. In inflection,
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the conversation on morphological complexity shifted gradually from
the search of natural limits on morphological complexity (such as the
Paradigm Economy Principle or the No Blur Principle, see Carstairs
1987; Cameron-Faulkner and Carstairs-McCarthy 2000), to the care-
ful measure of this complexity, accompanied with a general turn to-
wards Word & Paradigm approaches (Stump and Finkel 2013). Relying
on quantitative analysis, Ackerman and Malouf (2013) describe two
kinds of morphological complexity: enumerative (E-complexity) mea-
suring how ‘large’ the system is and integrative (I-complexity) mea-
suring its inter-predictability. Cotterell et al. (2019) conjecture that
E- and I-complexity trade off against one another, so that languages
with larger paradigms are easier to predict, and finds support for this
proposal in a dataset of 36 Unimorph languages.

Two great endeavours underpin computational approaches to
morphological typology: the elaboration of computational databases
and the modelling of morphological systems based on this data. Con-
structing a computational database for a single language is a seri-
ous undertaking, so early studies often restricted themselves to a sin-
gle language or a handful of related ones. Typological surveys, on
the other hand, might be biased in the regions or language families
they were able to cover, or might be forced to rely on unstandard-
ised descriptions of different languages in which underlying similari-
ties might be concealed by choices in analysis. Recent trends in mor-
phological typology are striving to close this gap. Larger databases,
representing more languages and phenomena, or connected together
through standardisation and linked data, allow researchers to scale
their modelling studies beyond the best-studied European languages.
At the same time, modelling contributes to the standardization of ty-
pological description, by defining replicable measurements of theo-
retical constructs like ‘zero markers’, ‘number of inflection classes’ or
‘inflection vs. derivation.” Thus, database construction and modelling
are potentially synergistic activities which can feed one another, ex-
panding our coverage of human languages while ensuring that our
analytical constructs are valid.

While early morphological projects used small ad-hoc datasets or
larger resources covering only one or two languages, recent projects
have drawn on larger standardised resources. On the one hand,
databases of inflected or derived forms document entire un-analyzed
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morphological systems. For example, Batsuren et al. (2022) provides
structured lexical data for 169 languages in a unified format, and
the Paralex standard (Beniamine et al. 2023) provides conventions
to encode rich linguistic information concerning such inflectional re-
sources. These databases of forms allow researchers to test conjectures
about the statistics of lexicons at scale. On the other hand, databases
of languages provide coded examples of a single phenomenon across
many languages (Haspelmath et al. 2013; Bickel and Nichols 2002;
Skirgard et al. 2023).

THE PAPERS IN THIS ISSUE

The first paper of this volume describes a novel cross-linguistic data-
base, following the Autotyp approach. The three subsequent papers
follow in the tradition of Ackerman and Malouf (2013) by proposing
new models.

Inman & al: Alignment everywhere all at once:
Applying the late aggregation principle
to a typological database of argument marking

Inman et al. (2024) introduce the ATLAs Alignment Module, a ty-
pological database of argument marking at the morpho-syntactic in-
terface, for languages of North and South America. The database is
meant to capture the considerable language-internal variation in ar-
gument marking. It focuses on main declarative clauses with verbal
predication and positive polarity. To a large extent, it conforms to
the principes of Autotyp: it is modular, with each module covering
a specific typological domain; variables and their values were kept
open throughout coding (autotypology), ensuring detailed and faith-
ful encoding. It enables late aggregation, where generalisations are not
primary, but instead derived from data encoded at a granular level. Fi-
nally, it relies on exemplars. The database documents three argument
roles (S, A, P) defined by semantics. Across languages, these roles can
align together in various fashion, leading to basic alignment types.
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For example, in a nominative-accusative alignment, roles S and A are
aligned together, and distinctly from P, whereas in ergative-absolutive
alignments, S and P are aligned together and contrast with A. Argu-
ment selectors are the devices by which arguments can be treated
identically or differently, through either morphological marking or
syntactic behaviour. Inman et al. (2024) focus on two types of selec-
tors: flagging, which pertains to case marking and adposition within
NPs, and indexing, which concerns verbal marking and agreement
within clauses. The database is distributed in CLDF format, as a set
of csv tables. It documents specific alignment contexts, the selectors
involved, as well as the languages documented, the database source,
and information aggregated automatically concerning references and
alignment.

In short, Inman et al. (2024) present a wealth of precise data on
alignment which can be aggregated at any documented level. It will
enable testing numerous typological hypotheses, definitions, and op-
erationalisations, much beyond those which were considered by the
database authors.

Becker: Zero marking in inflection:
A token-based approach

Becker (2024) tackles the challenge of observing the invisible. What
is the typological distribution of zero markers? Do they behave like
short markers, which, for reasons of coding efficiency, tend to be more
frequent and predictable than longer markers (Zipf 2013; Greenberg
1966; Haspelmath 2008)? Becker surveys adjectival, nominal and ver-
bal systems from 114 languages across six macro-areas. The data is de-
rived from Unimorph (Kirov et al. 2016, 2018; McCarthy et al. 2020;
Batsuren et al. 2022), with pre-processing to improve data quality
and comparability, including conversion of some datasets to phone-
mic representations. Zero marking is unfortunately difficult to distin-
guish in a principled manner from the absence of a feature. Becker
(2024) escapes this dilemna by adopting a Word & Paradigm perspec-
tive. She avoids morphemic segmentation altogether, and instead fo-
cuses on identifying stems automatically (following Beniamine and
Guzmén Naranjo 2021; Bonami and Beniamine 2021, with some ad-
justments for stem allomorphy). She then defines zero-marked forms
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as those which consist solely of the stem. Similarly, features are not
segmented, and zero markers are considered to mark the entire bundle
of morpho-syntactic features for the form. To further reduce potential
unfounded proliferation of zero marking, the study employs the per-
spective of morphomic paradigms (Boyé and Schalchi 2016), where any
fully syncretic cells in the lexicon are merged.

Becker (2024) finds that overall, zero marking is uncommon. Yet,
she observes a lot of variation across languages. Careful statistical
analysis reveals this variation to be largely idiosyncrastic. A few trends
emerge however: zero-marking is avoided in cells with many values;
adjectives and verbs are more likely than nouns to avoid zero mark-
ing altogether. Some feature values are comparatively more likely to
be zero marked across languages: IMP, SG, 3 and PRS in verbs, NOM,
SG and INDF in nouns, NOM.SG in adjectives. Using the Universal De-
pendency corpora (Zeman et al. 2023) to gather frequency informa-
tion, Becker (2024) confirms the Zipfian effect of frequency on length
of overt markers, and finds the effect more pronounced on suffixes
than other affixes. Nevertheless, this association does not hold for zero
markers, which simply do not behave like short markers. Instead, she
confirms the observation from Guzman Naranjo and Becker 2021 ac-
cording to which zero markers are dispreferred. This indicates that
zero markers may not solely result from phonetic reduction. An alter-
native path to zero marking more in line with these results would be
for them to arise as a distinct, contrastive strategy.

Guzmdn Naranjo: An analogical approach
to the typology of inflectional complexity

Guzman Naranjo (2024) addresses the same conjecture as Cotterell
et al. (2019) with a new predictive mechanism and at much larger
scale. Guzman Naranjo’s model is based on explicit local segmenta-
tions of string pairs with variables. Local segmentation is both rel-
atively fast and can be run on very small datasets, since each pair
of forms produces a single pattern. Thus, while Cotterell et al. re-
quire paradigms for at least 700 lexemes to use their neural network
method, Guzman Naranjo is able to analyze on datasets of only 200.
Moreover, results from 200-lexeme datasets serve as relatively reliable
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lower bounds on the values for larger samples, indicating that even
small sets of words can yield useful information about a language.

Guzman Naranjo (2024) concludes that Cotterell et al.’s results
do not hold across a larger sample of 71 languages. Although there
appears to be a trend relating number of paradigm cells to interpre-
dictability, there is no significant correlation. Moreover, he argues that
the most valuable measurement of E-complexity is not the number of
paradigm cells, but the formal complexity of the rules used to describe
them. This sort of E-complexity actually increases as predictability de-
creases (that is, languages with more complex paradigms are easier to
predict).

Haley et al: Corpus-based measures discriminate
inflection and derivation cross-linguistically

Haley et al. (2024) tackle another theoretical question, the division be-
tween inflection and derivation. Again, this distinction is the subject
of theoretical controversy — Plank (1994) argues that the distinction is
gradient rather than categorical, and Haspelmath (2024) claims that
it is merely an artifact of traditional linguistic analysis, rather than
a phenomenon with real explanatory power. Haley et al. propose to
characterise morphological relationships by comparing the difference
in orthographic form (edit distance) between the related forms, and
the difference in corpus distribution (based on FasTex embeddings
(Bojanowski et al. 2017)), as well as the variability in these measure-
ments across lexemes. Again, while Plank (1994) is able to apply his
measures to only 6 morphological relationships, all in English, Haley
et al. can scale their analysis further, to a set of 26 languages.

Haley et al. find that these measurements can be used to predict
the traditional divisions between inflection and derivation with rel-
atively high accuracy (variability being more important than magni-
tude and distribution more important than form). The measurements
can also be used to automatically categorise particular constructions
as more or less canonically inflectional by ranking their distance to the
decision boundary — comparatives, for example, form an intermediate
class.
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CHALLENGES AND FUTURE DIRECTIONS

Yet, the current generation of databases has not made it trivial to
run morphological analyses at scale. One set of issues is evident in
a comparison between Guzmén Naranjo’s 71 languages and Haley et
al.’s 26, most of which come from Europe: the size of available lexi-
cal databases is still closely linked to the kind of information desired.
While Unimorph collects inflectional paradigms for a large number
of languages, derivational relationships are accessible for far fewer,
and corpus embeddings (which have to be collected separately) only
for a subset of these. More broadly, there is tension between depth of
analysis and typological coverage. The more information is needed,
the more the analyst must fall back on scarcer resources which tend
to push toward a familiar set of well-resourced European languages.

The interface in the other direction (morphophonology) is sim-
ilarly problematic. Most available databases list orthographic forms
gleaned from dictionaries, but these can preserve antiquated relation-
ships, as in modern French (Baroni 2011), or obscure phonologically
predictable ones. Grapheme-to-phoneme conversion is a possible solu-
tion, as in Becker 2024 and Mortensen et al. 2018, but again, requires
resources which may not be available across a typologically diverse
sample.

A final issue for lexical databases is the quality and systematicity
of the data itself. Gorman et al. (2019) register a number of complaints
about the quality of the scraped Wiktionary data underlying most
Unimorph paradigm tables, including mislabeled cells and misparsed
orthographic sequences. Other issues of language in use, such as over-
abundance (Thornton 2019) and dialectal diversity, can also lead to
inconsistencies. While modelling studies like Haley et al. 2024 are in-
tended to make analytical categories like ‘inflection’ and ‘derivation’
more rigorous by providing more objective ways to make the distinc-
tion, the authors acknowledge that this is to some extent undercut by
the differing ways in which the database represents purported inflec-
tions and derivations in the first place. Similarly, Guzmén Naranjo’s
decision to include all cliticised and periphrastic forms from Unimorph
within his analysis raises theoretical questions of what a word is, or
whether such a notion is even cross-linguistically applicable (Dixon
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Contribution Data and code
Inman et al. 2024 https://osf.io/n67mq
Becker 2024 https://osf.io/pd4mkc/?view_only=

5238ace9ch1d4£4d998486ebb28f4fd8
Guzman Naranjo 2024  https://doi.org/10.5281/zenodo.11147171

Haley et al. 2024 https://osf.io/uztgy

et al. 2002). In practice, different Unimorph languages make different
decisions on what to include within a lexical entry, and this in turn
has implications for the rules produced by alignment systems.

Computational approaches to morphological typology greatly
benefit from following the FAIR principles (Wilkinson et al. 2016),
as well as those of Open Science. As shown in Table 1, each contribu-
tion in this volume makes their code and data available through open
science platforms, in order to facilitate reuse and reproductibility.

Each of the papers in this volume engages with the linguistic lit-
erature by testing or sharpening earlier conjectures with reference to
newer and larger datasets. In each case, although the authors’ own
analysis of their data makes valuable contributions, the work is pri-
marily intended to provide resources (datasets and methods) for future
investigation. We hope that the continuing trend of standardization
and openness will make large-scale morphological typology more ac-
cessible to others within the field, enabling more and more hypotheses
to be tested at scale.
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ABSTRACT

This article presents the structure of the ATLAs Alignment Module,
a typological database designed to exhaustively capture language-
internal variation in argument marking (indexing and flagging). The
flexible design of our database can be extended to cover further aspects
of morphosyntactic alignment. We demonstrate with a small diversity
sample how the database can be queried and the data aggregated at
different levels of structure (e.g. for a language as a whole or for in-
dividual referential types in the form of alignment statements) for the
purposes of cross-linguistic comparison. The database is made avail-
able in the Cross-Linguistic Data Formats (CLDF), and we provide code
that generates an array of aggregations.

INTRODUCTION

Alignment of argument marking is one of the major morphosyntactic
characteristics of languages both in the descriptions of individual lan-
guages as well as in comparative studies and typological databases.

*These authors have contributed equally to this work.
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All major typological databases, such as WALS (Dryer and Haspel-
math 2013) and Grambank (Skirgérd et al. 2023), include several
alignment-related features. Furthermore, a dedicated database tracks
the emergence of alignment patterns (Cristofaro et al. 2021).! Typo-
logical work on morphosyntactic alignment (including the aforemen-
tioned databases) typically captures only high-level generalizations
about alignment at the level of the entire language, e.g. the presence
of ergativity in the system of case marking or traces of hierarchical
effects on the agreement system. However, many languages have mul-
tiple alignments conditioned e.g. by the referential properties of argu-
ments, the tense of the clause, and so on (see e.g. Bickel et al. 2015b).
Thus, in contrast to some other typological features (e.g. presence of
a nominal dual number), alignment is not a typological variable for
which there is only one way to make a statement about a language as a
whole. Instead, it is a complex and multi-variate component of gram-
mar for which similarities and differences between languages can be
established along many different dimensions.

In this article we present the ATLAs Alignment Module (Inman
et al. in prep), a typological database of morphosyntactic alignment
designed to capture existing variation in alignment patterns of a lan-
guage. By encoding multiple aspects and patterns of alignment within
a language all at once, we will show that it is possible to aggregate
alignment information at differing levels of structure: for the language
as a whole, for individual argument selectors (e.g. nominative case,
plural argument marker), for individual referential types (e.g. 1sg, 2pl,
masculine nouns), and for argument roles (S, A, and P).

We will begin with an overview of the phenomenon of alignment
(Section 2) and discuss how data that describe the phenomenon can be
captured in typological databases (Section 3). We will then describe
the choices we made for data collection and database design (Section
4) and demonstrate how the data we collected can be used to derive
a variety of typological properties (Section 5). Finally, we will offer
some concluding remarks and discuss the ways in which our work can

1 Alignment-related information is also captured in databases dedicated to
valency patters (Hartmann et al. 2013, Say 2020-). Note, however, that these
databases focus on predicate-level details and variations of predicate-specific
coding frames.
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be extended to answer more questions about alignment (Section 6).
Supplementary Materials, including the full database and all code, are
available at https://osf.i0/n67mq/.

MORPHOSYNTACTIC ALIGNMENT

The study of morphosyntactic alignment is intimately linked with the
broader phenomenon of grammatical relations. This label traditionally
refers to the relations between a clause or a predicate and its argu-
ments. Some of the most common grammatical relations are subject
and object, which are among the basic concepts of many theoretical
frameworks. However, starting from the mid-1970s, descriptive lin-
guists and typologists have reported challenges in identifying such tra-
ditional grammatical relations in individual languages and in applying
them consistently in typological studies (see in particular the collec-
tion of papers in Li and Thompson 1976, LaPolla 1993, and Dryer
1996, 1997).

Most typologically informed research adopts a language-specific
and construction-specific view of grammatical relations (cf. Comrie
1978; Moravcsik 1978; Van Valin 1981, 1983, 2005; Croft 2001;
Bickel 2011; Witzlack-Makarevich 2011, 2019). In this approach, re-
searchers forego assumptions about the universality of grammatical
relations, such as subject and object. Instead, they use more robust
cross-linguistic concepts as a point of comparison for the relevant mor-
phosyntactic properties of arguments or constructions.? In what fol-
lows, we first provide an overview of these concepts.

2 A classic early example of the objectors of this approach is Anderson (1976),
who argues that the switch reference construction is the only right way to de-
termine what a subject is in the language Kate [kate1253] (Nuclear Trans New
Guinea; Papua New Guinea), which has ergative flagging and accusative index-
ing (see Section 2.2). This is a case of prioritizing the identification of a specific
grammatical relation (in this case, “subject”) over considering all relevant mor-
phosyntactic facts of the language.
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Arguments

A common way to capture how arguments of a clause are treated by
various morphosyntactic constructions in individual languages is to
ask which arguments are marked or behave in the same way. This
identity of marking or behavior of certain arguments is what is under-
stood as morphosyntactic alignment. Consider the case marking of the
noun ‘man’ in the Chechen example in (1) and its English translation.

1 Chechen [chec1245] (Nakh-Daghestanian;, Russia; Zarina
Molochieva p.c.)

a. stag valla.
man die.PRF

“The man died.

b. stag-as xudar de’a-na.
man-ERG porridge eat-PRF

)

‘The man has eaten porridge.

c. 3%ala-s stag gieri-na.
dog-ERG man frighten-PRF

‘The dog frightened the man.’

Whereas the arguments the dead man in (1a), the eating man
in (1b) and the frightened man (1c) in the English translation do not
have any overt case marking (it is just ‘the man’), the Chechen ex-
amples have two types of argument marking: the dead man and the
frightened man are not marked in any visible way, while the eating
man has the dedicated case suffix -(a)s, which linguists commonly
refer to as ergative case suffix. If you translate these sentences into a
language which has a special accusative case, the overall picture will
be quite different: the frightened man will be marked in a special way
and thus differently from the dead man and the eating man, which
would be in the (unmarked) nominative case.

This marking is not a special property of the word ‘man’ and the
verbs included in these examples. Instead, it is a pattern found with
other nominal and pronominal arguments and other verbs across the
language, so we need a way to generalize across arguments of different
predicates. As we will outline in this section, we understand arguments

[ 290 ]



Alignment everywhere all at once

as a composite category made of both argument role and referential
properties. We will first outline how we define argument roles.

The most common argument roles used for the purposes of align-
ment typology and in descriptive accounts are S, A, and P (or O in
some sources).® Note, however, that what exactly is understood by
these labels varies somewhat between authors (see Haspelmath 2011).
We use these terms in the sense of generalized semantic argument roles
(as opposed to a semantic-syntactic or purely syntactic understand-
ing). A generalized semantic argument role (henceforth argument role
or just role) is an abstraction over predicate-specific roles (or microroles,
as e.g. in Hartmann et al. 2013). For example, the verb hit has two
predicate-specific roles, a HITTER and a HITTEE, the verb kiss has
a KISSER and a KISSEE, see has a SEER and a SEEN, and so on. In
the case of the role A, it abstracts over the predicate-specific roles
of HITTER, KISSER, and SEER, according to semantic criteria we list
below.

Argument roles are first distinguished according to the numerical
valency of their predicates: the sole argument of one-argument pred-
icates vs. the two arguments of two-argument predicates. In the case
of the sole argument of one-argument (monovalent) predicates, there
is no need to distinguish it from anything else; this argument is abbre-
viated as S, independent of its finer semantic differences. In the case
of two-argument (bivalent) predicates, arguments are distinguished
on the basis of cross-linguistically viable lexical entailment properties
(as in Witzlack-Makarevich 2011, 2019, following Dowty 1991 and
Primus 1999, 2006).

Each argument of a bivalent verb accumulates various lexical en-
tailment properties, given in (2). The argument that accumulates more
lexical entailments than the other argument of the same verb is the
A role, and the other is the P role.

@) a. causing an event (e.g. A hits P, A kisses P, A goes to P)

3The alignment of other argument types, in particular, of the arguments of
trivalent or ditransitive verbs, is another common research topic, see e.g. the col-
lections of papers in Malchukov et al. 2010b. Due to the project scope, we do not
treat any other argument roles apart from S, A, and P. However, the framework
presented in Section 4 is equipped and sufficiently flexible to incorporate other
domains of alignment, including the alignment of ditransitive verbs.
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b. volitional (e.g. A hits P, A kisses P)
c. sentient (e.g. A sees P, A looks at P, A loves P, P pleases A)
d. independently existing (e.g. A bakes P, A makes P)

e. possessing another participant (e.g. A has P, P belongs
to A)

For instance, in Lisa kisses Mario, Lisa is causing the event, she
is volitional and sentient, and she exists independently. On the other
hand, Mario only is sentient and exists independently in this event.
Thus, Lisa accumulates more of the relevant properties than Mario and
is classified as A. The remaining argument (Mario) is P. Thus, every
two-argument predicate will have one argument which can be labelled
as A and one which can be labelled as P, following the list of lexical
entailments in (2). Note that this labeling process is determined en-
tirely by semantics: there is no reference here to syntactic structure or
morphological marking.

With this cross-linguistically applicable set of argument roles, it
is possible to calculate alignments by comparing the marking or the
behavior of different roles. The five logically possible alignment types
are listed in (3). We will refer to them as basic alignment types.

3 Basic alignment types

a. S=A=P corresponds to the (nominative-)accusative align-
ment pattern (S and A are marked or behave identically
but differently from P);

b. S=P=A corresponds to the ergative(-absolutive) align-
ment pattern;

c. S=A=P corresponds to the neutral alignment pattern;

d. S=A=P corresponds to the tripartite alignment pattern;

e. A=P=S corresponds to the horizontal alignment pattern.

These five basic alignment patterns figure prominently in many
typological studies, both dedicated to alignment specifically (e.g.
Comrie 2013a,b; Siewierska 2013a) and in large-scale studies of ge-
nealogical, geographic, and universal determinants of linguistic pat-
terning (e.g. Nichols 1992). The list in (3) is often expanded with fur-
ther non-basic alignment types meant to capture specific patterns of
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argument marking. For example, Siewierska (2013a) adds active, hi-
erarchical, and split alignment to the list of possible values.

As we have noted at the beginning of this section, arguments have
a composite structure in the approach we adopt (see Bickel 2011): In
addition to the argument roles, various referential properties of argu-
ments (person, number, definiteness, topicality, specificity, animacy,
and also part of speech) can determine the argument’s marking by in-
dexing or flagging and thus have an immediate effect on alignment
(as demonstrated in Section 2.3).

Argument selectors

There are two major ways in which some arguments can be treated
identically by a language’s grammar: via patterns of morphological
marking (also called coding, or just marking) and via patterns of (syn-
tactic) behavior. Coding traditionally encompasses different loci of
morphological marking, both case marking on the noun phrase and
indexing on the verb (or in clausal inflection), as well as word order
(Keenan 1976). We will refer to all ways in which a language groups
arguments, either syntactically or morphologically, as argument selec-
tors, and will furthermore focus on morphological marking, leaving
aside word order. Cross-linguistically, by far the most common ar-
gument selectors, as well as the best studied ones, are flagging and
indexing.*

We use the term flagging, following Malchukov et al. (2010a, 8),
as a cover term for both morphological case and adposition mark-
ing, both of which mark a role within the syntactic domain of a noun
phrase. We use the term indexing to refer to the marking of verbal
agreement or argument cross-referencing on the clause as a whole
(again, following Malchukov et al.). The present study only concerns
the argument selectors of flagging and indexing.

4The set of syntactic (or behavioral) argument selectors is large and diverse. It
includes such syntactic properties as the promotion and demotion of arguments
by passivization or antipassivization, the possible relativization site(s) in a rel-
ative construction, the possibility to function as either controller or controllee
in various control constructions, and conjunction reduction (the interpretation
of gapped arguments in coordinated clauses). See Witzlack-Makarevich 2019 for
examples and further references.
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Language-internal variation in argument selection

The generalized semantic argument roles S, A, and P, and argument
selectors (for our purposes, only flagging and indexing) are not suf-
ficient to capture language-internal variation of alignment patterns.
Argument selection can vary in two primary ways: by the referential
and part-of-speech properties of arguments and by various clause-level
conditions.

An example of relatively straightforward variation by referential
and part-of-speech information can be seen in English flagging. Some
pronouns have a special P form different from the corresponding S
and A form (e.g. me vs. I and him vs. he), while other pronouns have
a single form for all roles (e.g. you, it). There is no such variation for
nominal arguments: they never differentiate between A and P roles
(e.g. I, kiss Lisap and Lisa, kisses mep). Capturing this variation requires
referencing both the person-number and the part-of-speech properties
of arguments.

In addition to argument properties, a number of clausal proper-
ties are known to condition language-internal variation in argument
selection. The best-known such factors are listed in (4).°

@)] a. tense-aspect-mood (TAM) features

b. the nature of the clause (main clause vs. various types of
subordinate clauses)

c. polarity

scenario (co-presence of particular types of arguments in
the clause)

As an example, consider the flagging of P in Aguaruna in (5) (for
some generalizations, see Overall 2017). The P argument ‘chicken’ is

5Most of these conditions are long-established in the literature (see Dixon
1994; Bickel 2011) and have been investigated under a variety of labels, includ-
ing split alignment (Silverstein 1976), differential marking (Comrie 1989), and dif-
ferential object marking or DOM (Bossong 1985, 1991; Witzlack-Makarevich and
Serzant 2018). The less-familiar condition is scenario (Zuniga 2006; Witzlack-
Makarevich et al. 2016), which represents a more expansive analysis of what has
historically been called hierarchical alignment (Mallinson and Blake 1981; Nichols
1992; Siewierska 1998).
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in the accusative case in (5a) and in the nominative case in (5b). This
is a case of differential object marking (DOM). However, in contrast
to the English pronouns discussed above, it is not the referential na-
ture of the P argument that conditions the accusative case. Rather,
it is exclusively the nature of the A argument that determines the
marking of the P argument: if the A role references the first person
singular, as in (5a), or the third person (not illustrated here), the
P argument is flagged accusatively; otherwise it is flagged nomina-
tively.

(5) Aguaruna [agual253] (Chicham; Peru; Overall 2017, 280)
a. atashu=n yu-a-tata-ha-i
chicken=ACC eat-PFV-FUT-1SG-DECL
‘T will eat chicken.’

b. atash yu-a-tata-hi
chicken eat-PFV-FUT-1PL

‘We will eat chicken.’

In addition to the cross-linguistically recurrent conditions for
variation in argument marking listed in (4), individual language de-
scriptions occasionally include rather idiosyncratic specifications.
For instance, when describing the distribution of the overt nom-
inative flagging on S and A arguments in Achumawi [achul247]
(Palaihnihan; USA), de Angulo and Freeland (1930, p. 83) write
that “subjectivity need not be indicated either, except as clear-
ness demands it”. Such situations are recurrent and there is no
principled way to compensate for gaps or vagueness in descriptive
accounts.

To account for language-internal variation in argument selection,
any database of alignment needs a systematic way to capture such
patterns of differential argument marking. In the next section we out-
line the design principles of such a database, using the existing AU-
TOTYP alignment database (Bickel et al. 2022) as the starting point,
and demonstrate how this design captures the multivariate nature of
alignment systems.
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DATABASE DESIGN PRINCIPLES

The database presented here is not the first to collect information on
alignment. WALS (Dryer and Haspelmath 2013), the first major ty-
pological database, has three features/chapters on the topic: Comrie
2013a,b with a sample of 190 languages and Siewierska 2013a with
380 languages. The more recent Grambank database (Skirgard et al.
2023) includes information on 2362 languages and has twelve fea-
tures (GB089-GB094 and GB408-GB410) which capture similar in-
formation as WALS in a larger number of binary variables, as well
as additional information about the presence of variation in mark-
ing (GB095, GB096, and GB098). Finally, Birchall 2014a, a dataset
of 95 languages of South America, has a handful of alignment-related
features either identical or similar to the ones in Dryer and Haspel-
math 2013, as well as several related features focusing on very specific
contexts (e.g. ARGEX2-7-1 asks whether verbal person marking for P
is variable, obligatory or not realized when the corresponding lexical
argument is present in the clause). All these databases essentially clas-
sify whole languages or whole language subsystems (e.g. pronouns in
Comrie 2013b) as being of a specific alignment type selected from a
previously postulated list of possible alignment types.

The database presented here took a design path quite different
from the existing databases in several respects. When considered in
its entirety, the phenomenon of alignment has many interacting com-
ponents. We will show that it is advantageous to capture them all at
once when collecting data, and to do so in such a way that multiple
aggregations can be made over the same database. Our main design
principles are an extension of those in AUTOTYP. We now turn to
describing those principles and comparing them with those of other
alignment databases.®

6The AUTOTYP database is a large-scale research program with goals in
both quantitative and qualitative typology. It was launched in 1996 by Balthasar
Bickel and Johanna Nichols and is thus one of the oldest typological databases
still in use. AUTOTYP includes a module on grammatical relations and align-
ment; this has been released as Bickel et al. 2022. A variety of follow-up works
are based on various aggregations of these data (e.g. Bickel et al. 2013, 2014,
2015a,b,c; Witzlack-Makarevich et al. 2016).
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Perhaps the most common strategy in linguistic typology is to op-
erate with variables which have a closed set of possible values. This set
of possible values, either defined entirely beforehand or early on in the
coding process, is essentially an etic grid which is used to categorize
all individual observations. Such sets can be motivated by tradition (as
in the alignment studies by Comrie 2013a,b and Siewierska 2013a), as
well as by theoretical considerations or convenience. A major draw-
back of such pre-defined sets of possible values, especially when they
are small, is that they may lack sufficient resolution to capture the
full variation present in the data. For instance, the classification of a
whole language as showing split alignment of indexing, as in Siewier-
ska 2013a, does not capture what the triggers of such splits are, nor
which basic alignment patterns are involved (e.g. Is it neutral and ac-
cusative? Ergative and hierarchical? etc.). This philosophy is followed
by databases such as WALS (Dryer and Haspelmath 2013) and more
recently by Grambank (Skirgard et al. 2023). AUTOTYP follows a dif-
ferent set of principles. Among these, the four that are most relevant
for this paper are: (1) modularity, (2) autotypology, (3) late aggre-
gation, and (4) use of exemplars (Bickel and Nichols 2002; Witzlack-
Makarevich et al. 2022).

First, the AUTOTYP database as a whole is built in a modular fash-
ion, with each module covering a typological domain. Some modules
cover relatively narrow domains with just a few variables (e.g. clusiv-
ity), while others include multiple tables and several dozen variables
(e.g. clause linkage). The encoding of some linguistic features may be
spread across multiple modules (e.g. grammatical relations are spread
among the modules on grammatical markers, predicate classes and
clause linkage).

The second major design principle of AUTOTYP is autotypol-
ogy. Autotypology means keeping variable values (and even variables
themselves) flexible and open during the coding process. That is, there
is no closed set of values according to which every language must
be categorized. Instead, value sets and even variables can always be
adjusted during coding in order to adequately capture the variabil-
ity of languages. This process characterizes early stages of creation
of other typological databases. This represents a radical prioritiza-
tion of detailed data encoding which transparently maps to state-
ments in reference grammars over encoding variables that match the
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researcher’s typological questions and previously assumed linguistic
types.

The third principle is late aggregation. This is the principle of en-
coding data at a granular (autotypologized) level and only later gen-
eralizing over the data to yield cross-linguistically comparable sets of
typological properties following a format familiar from conventional
typological databases. Since typological categories are in principle not
specified at the point of data entry, comparative typological questions
are answered by querying an autotypologized database or perform-
ing data aggregations (from multiple modules if needed). As a simple
example, rather than directly stating that a language has accusative
flagging, the database instead lists statements about marking of vari-
ous nouns and pronouns in S, A, and P roles under various conditions.
The presence of accusativity can then be identified algorithmically,
that is when nouns that mark S and A roles are marked differently
than nouns that mark P roles. One major advantage of late aggrega-
tion is that the same data can be used to test different hypotheses and
to evaluate the consequences of different operationalizations.

The fourth AUTOTYP principle is the use of exemplars for compar-
ative studies, which should be extractable from the underlying data.
For methodological or theoretical reasons, in some typological surveys
it is desirable to have one data point per language and for these pur-
poses one particular exemplar of a structural domain or a paradigm or
a context is selected as representative for the whole domain. In other
cases, a particular context or structure may be desirable as a point of
comparison, without assumptions about its representativity. The use
of exemplars is not unique to AUTOTYP. There are two major differ-
ences between AUTOTYP and other databases: the phase at which the
exemplar comes into play; and that AUTOTYP allows for multiple ex-
emplars during late aggregation.

DATA AND METHODOLOGY

The ATLAs Alignment Module largely follows the design principles
of AUTOTYP outlined in Section 3, though these have been modified
slightly to accommodate our coding purposes. The dataset used in this
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paper is a subsample of the languages that are present in ATLAs (In-
man et al. in prep), a global database which is focused on North and
South American patterns of areality. Modifications to the AUTOTYP
principles are presented in Section 4.1, an overview of the database
structure is given in Section 4.2, and Section 4.3 discusses the sample
and coding procedures.

Database coding

While we followed the AUTOTYP principles (Section 3) for the most
part, we found it practical to depart from them in a few cases. The
most significant of these departures has to do with the exhaustivity
and scope: for this project, we are interested exclusively in the align-
ment properties of argument marking in main declarative clauses with
verbal predication and with positive polarity. Thus, in a sense, one
could argue that due to these limitations of scope there is some collat-
eral violation of the principle of autotypology: for any contexts of the
phenomenon of argument marking beyond the rather narrow prede-
fined scope we did not expand the set of variables and their values to
encode previously unencountered coding patterns. Furthermore, be-
cause our sole interest is in the alignment of morphological marking,
properties of other grammatical constructions are simply not present
in this database.

There are two further cases where for practical reasons we have
not followed the principle of autotypology.

First, it is impossible to know in advance all possible variables
by which morphological alignment might vary in a sample. The most
typical conditions are properties such as TAM and predicate class,
and, following the autotypology principle, we have left the possible
values of these variables open-ended during coding. However, there
are many other possible sites of variation (e.g. word order, the pres-
ence or absence of an overt NP, or unknown or insufficiently de-
scribed conditions). To track these conditions on alignment variation,
we have created a single variable called “Miscellaneous conditions”
which is used to cover all of these “other” conditions. The set of val-
ues that “Miscellaneous conditions” can accommodate is open ended
and should in principle be split into separate variables following the
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principle of autotypology. However, we have kept this as a single vari-
able since these various conditions are not the primary target of this
study.

Second, we included a convenience variable” explicitly indicat-
ing a highly specific exemplar of flagging and indexing chosen before-
hand, instead of computing it after the fact. This adds to rather than
detracts from the AUTOTYP way of dealing with exemplars outlined
in Section 3, since it only abstracts in a non-algorithmic fashion over
information that is already present in other variables. The exemplar
we chose in this project is defined by Birchall (2014b, 24-25) (follow-
ing Lazard 2002, 252). We have adopted and expanded on Birchall’s
definition and termed it the exemplar declarative main clause. This ex-
emplar has the following properties:®

(6 Exemplar declarative main clause:

a. The clause represents a real event (not prospective, not
imagined) and is declarative.

b. The clause is not embedded or a complement of another
clause.

c. The event described in the clause is discrete, perfective or
completive, and not ongoing or incomplete.

d. The clause has positive polarity and is not negated.

Since morphosyntactic alignment is a phenomenon that can vary
depending on the characteristics of the arguments, in addition to defin-
ing the exemplar clause, the exemplar S, A, and P roles are defined
in (7).

7 By “convenience variable” we mean a variable that is not strictly necessary
and does not encode any additional information. As we will outline below, the
exemplar variable could in principle be derived algorithmically from the other
variables present in the database, although such an algorithm would be cumber-
some.

8 There are consequences to adopting any exemplar. In our case, the defini-
tions in (6) and (7) will preferentially select for accusative alignments, as many
languages with split-S marking mark S arguments if they control events the same
as A arguments, and thus all these languages will be considered as showing ac-
cusative alignment in the exemplar case. We have captured the existence of such
systems by making sure to encode monovalent predicate classes where the S lacks
control (see the discussion on Predicate_class in Appendix A.2).
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7) Exemplar S, A, and P arguments:

a. The S argument is a human that voluntarily performs and
controls the event.

b. The A argument is a human that voluntarily performs and
controls the event.

¢. The P argument is well-individuated, human, and is actu-
ally affected by the event.

It is in principle possible to algorithmically derive this exemplar
from the TAM, predicate class, and miscellaneous conditions defined
for each context. However, because the possible values of these vari-
ables are all open-ended, the relevant algorithm would need to include
a constantly updated classification of all these conditions (and possi-
bly their interactions) to allow the extraction of only those contexts
which represent the exemplar case. Encoding the exemplar in a con-
venience variable avoids the need to create and continuously update
such a list. Though we have encoded this exemplar variable according
to the properties defined in Birchall 2014b, this kind of information
could be encoded for other exemplars, with each exemplar encoded in
a separate convenience variable.

A practical decision was needed as to how and whether to encode
the absence of overt marking (or “zero marking”). For nouns and pro-
nouns, we coded contexts for each role S, A, and P, whether they had
overt flagging or not. All zero marking in flagging, therefore, is coded
explicitly. However, we determined that it was not feasible to do this
for indexing. If a language has several slots for indexing, e.g. different
slots on the verb for different persons and roles, then there could be
many zeros simply indicating that a particular person is absent from
a context. In more complex cases, it is unfeasible to code all zeros,
or doing so would require making decisions about possibly indetermi-
nate properties (for example, how many slots are present in a certain
configuration). There is also a theoretical decision to be made, about
whether there is a “true zero” which means something, or if marking
is simply absent. This cannot always be determined from available
sources.

For the coding of zeros in indexing, we adopted the policy that
they need not be explicitly coded, but could be. However, there are
some cases where the coding has to be explicit, with a phonologically
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zero selector: (1) when a zero is the only reflex of a particular referen-
tial type (e.g. 3rd person singular is not marked), or (2) when a zero
marker contrasts with an overt marker under certain conditions (e.g. a
3rd person index which is phonologically overt under some conditions
and zero under others).® However, in other cases, such as the excep-
tionless absence of indexing for the P role, or the absence of marking
in a particular slot in a particular scenario, we allowed for this to be
coded explicitly or not, depending on the ease and preference of the
coder. This creates a certain level of inconsistency in our database:
Sometimes these zeros (both the lack of indexing for a role and the
lack of overt marking in a particular case) are present, and sometimes
they are not. But in terms of database interpretability, nothing is lost:
The absence of explicit information about the indexing of S, A, or P
arguments means that there is no overt marking.

Database structure

The ATLAs Alignment Module conforms to the CLDF standard (Forkel
et al. 2018) and is composed of three basic csv files (contexts.csv,
selectors.csv, and languages.csv) and the metadata.json file
that describes how the csv files are interrelated. As the CLDF format
is customizable and extendable, further information can be added in
the form of new columns and even new tables.!? As Section 5 shows,
we add such derived columns and tables as we proceed with query-
ing the database to create data aggregations at different levels (for an
overview of the database structure, see Figure 1).

Each of the basic csv files are briefly described below in Sec-
tions 4.2.1-4.2.3, with an overview of the most important columns

9 This means that the full list of referential types indexed in a language is
always available in contexts.csv, unless they behave uniformly in terms of
alignment (see Section 4.2.1). In order to perform meaningful aggregations on
complex indexing systems (see Section 5), we need a record of all referential types
the indexing systems distinguish no matter whether they are overtly marked or
not. Thus each referential type must have at least one context indicating its exis-
tence. The other possibility would be to have a separate table listing all referential
types for all languages.

1011 the remainder of the paper we use monospace typeface for file names
and column headers and we enclose variable values in <angle brackets>.
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Figure 1:
Representation of CLDF

rectangles, additional files
populated with scripts by
white rectangles. Lines

relationships, and arrows

sources.bib languages.csv database. Basic files
with raw data are
represented by gray
references.csv doms.csv
show one-to-one
one-to-many
contexts.csv selectors.csv

and coding decisions for each, along with excerpts from each csv file
that present the corresponding content for two illustrative languages:
Bilua [bilul245] (isolate; Papua New Guinea and Solomon Islands)
and Awa-Cuaiquer [awac1239] (Barbacoan; Colombia and Equador).
Bilua is straightforward as far as alignment is concerned: there is no
flagging for nouns or pronouns, and S and A roles are indexed with a
paradigm of proclitics and P with a paradigm of enclitics (see exam-
ple (8)). The last three rows in Table 1 represent indexing in Bilua:
the same selector <bilual245-s-a-proclitics-indexing-marker > (cor-
responding to the proclitic paradigm) is used for both S and A roles
and appears in the <clitic -1 > slot. The enclitic paradigm for the P
role is a separate selector <bilual245-p-enclitics-indexing-marker >
and appears in the <clitic 1> slot.

® Bilua [bilu1245] (isolate; Papua New Guinea and Solomon Is-
lands; Obata 2003, 309)!!

ko=rere=a inio ko=pa zuzue=v=a
3SG.F=run=PRS SEQ 3SG.F =PROS hug=3SG.M.O =PRS

‘She ran and then she hugged him.’

1 gpecial glosses for Bilua which extend the Leipzig Glossing Rules (Com-
rie et al. 2008) are: SEQ: sequential coordinator, PROS: prospective marker. The
present tense marker in this example is used as historical present tense, and is
thus translated using the past tense.

[ 303 ]



4.2.1

David Inman, Alena Witzlack-Makarevich et al.

Awa-Cuaiquer on the other hand is more complicated: it has co-
argument sensitivity as well as both a split-S system and a fluid-S sys-
tem, where fluidity applies only to S arguments of stative verbs and
only matters for the markers of the 1st person. The example (9) below
is represented with three different contexts in Table 1:

« in the line with ID <awac1239-5>, the reference is a high noun
(humans in Awa-Cuaquier) in the P role, which is marked with the
accusative case, irrespective of the A coargument being a noun or
a pronoun;

« in the line with ID <awac1239-8 >, the reference is a pronoun in
the A role, which is unmarked, irrespective of the P coargument
being a noun or a pronoun;

* in the line with ID <awacl1239-15>, the reference is a non-
locutor (in example 9, a second person) in the A role with another
non-locutor!? (in the example, a third person) in the P role. The
A argument is indexed on the verb with the suffix -zi, which is
specific to contexts where no locutor (first person) is involved.

()] Awa-Cuaiquer [awac1239] (Barbacoan; Colombia and
Equador; Curnow 1997, 199)

nu=na Juan=ta pyan-ti-zi
2S8G.(NOM) =TOP Juan=ACC hit-PST-NONLOCUT

“You hit Juan.’

For a more detailed description and explanation of all the values for
each column, see the Appendices.

contexts.csv

In the contexts.csv table (see Table 1), each row represents a con-
text involving either one argument (S in the case of monovalent verbs)
or two arguments (A and P in the case of bivalent verbs), and exactly

121n Awa-Cuaquier, indexing distinguishes only 1st person (locutor) from
2nd/3rd person (non-locutor).

131n Tables 1-3, Table 5, and Table 7, some columns have been omitted for
readability.
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Jnejep Kue Aue d Aue v T-on1pP Iorew-3urkopur-sonIPoId-e-s-GyZ INIq  9-SHZIN[Iq
inejop Aue VN VN Aue S T- o8BI Ijrew-3urxopur-sonIPoId-e-s-GpZINq  §-SHZIN[Iq
Jnejop Aue Aue v Aue d 1 211 JoyIewW-3UIKapur-soNIPUa-d-GHZIN[Iq  -SHZIN[Iq
nejgep Kue Aue v Kue d Suidep-ou-GpZIN[lq  £-SHZIN[Iq
Jneyap Kue Kue d Aue v 3urddey-ou-GpgIN[Iq  g-SHCINq
nejop Kue VN VN Aue S Suiddep-ou-GpgIN[lq  [-SHZIN[Iq
Aue  aanels  refdwoxs-uou VN VN €/2 S 1 Iy Iew-BUIXOpUI-B-SE-Z-1Z-XIJNS-6EC [OBMR £ T-6EZ[OBME
[oI3U0D  INejap Kue VN VN €/T S 1 Iy TeW-3UIXSPUI-B-SE-Z-1Z-XIJNS-6ET [OBME  QT-6ET [OBME
Aue  jmejop Aue €/T d €/2 v 1 Iy Iew-BUIXOpUI-B-SE-Z-1Z-XIJNS-6 ST [OBMB  GT-6EZ[OBME
Z UonIpuod
umotmyun aanels  rejduroxe-uou VN VN 1 S 1 JoNTewW-3UIXOPUI-B-ST-M-XIJJNS-6ET [DBME  -6ET [OBME
[oI3U0d  INejap Aue VN VN 1 S 1 JoNTeW-SUIXOPUI-B-S-M-XIJNS-6ET [OBME  £-6EC[OBME
Aue  jmejop Aue €/T d 1 v 1 I Iew-3UIXOPUI-B-ST-M-XIJNS-6ET [OBMB  ZT-6EZ[OBME
1 UOTIIPUOD
umowyun aAnels  rejdwaxe-uou VN VN 1 S 1 Ioyrew-3urxapur-d1-s-XIJns-6£g[oBMR  [1-6EZ [OeME
Aue  jmnejep Aue /T v 1 d 1 Ioyrew-3urxopul-d[-s-XIJNs-6EZ [oBMEB O T-6ET [OeME
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one selector which is associated with this particular context. Each ar-
gument present in a particular context is referred to in terms of its role
(see Section 2.1). The argument selector (a morpheme or a paradigm
of morphemes) associated with a context is identified by a selector ID,
which is linked to the selectors.csv table, where selector-specific
information is collected. Contexts are language-specific, and the lan-
guage that a context belongs to is specified through a language ID
(note that this column has been omitted in Table 1, but the Glottocode
is still visible in the ID column).

Because all contexts are associated with exactly one selector, they
must minimally be specified for the argument roles and references
involved. However, a context may require more information (such as
slot, TAM or predicate class) to distinguish it from other contexts in
the language which are associated with different selectors. '

In most languages, morphological slot can be seen as a prop-
erty of the selector in question, but this is not always the case. In
some languages, such as Puinave [puin1248] (isolate; Colombia and
Venezuela), the same paradigm of person indices is used for both the
A and P roles but appears in different slots on the verb (Girén Higuita
2008). To have a unified approach, we treat the slot as a property of
the context and the same selector can appear in different slots depend-
ing on the context.

Another case where more information is needed to identify a con-
text is when a language uses different verbal paradigms for indexing
person-number values in different tenses, as is the case for many Indo-
European languages. These different paradigms correspond to differ-
ent selectors, and so the context must be able to distinguish when one
paradigm or the other is used. This is accommodated by the dedicated
column for TAM. Separate columns for predicate class, co-arguments,
and miscellaneous conditions accommodate other cases where con-
texts may differ. This structure proved sufficient to capture marking
variation in the languages we have encountered.

For practical reasons, we do not differentiate between contexts
when there is no difference in terms of alignment. For example, we do
not list all person and number combinations for person subject indexes

14 Note that in Table 1, the TAM column has been omitted because it was not
relevant for the languages exemplified.

[ 306 ]



Alignment everywhere all at once

in a language such as Bilua, where there are two paradigms of clitics
that behave uniformly (Obata 2003, 49, 303, 309). In such cases, each
row represents a bundle of contexts that have in common the same
argument role (see Table 1). Thus, in the Bilua example, there are
three rows in contexts. csv: two that correspond to the subject clitic
paradigm (one for indexing S and one for indexing A) and one row for
the object clitic paradigm (P indexing). The roles themselves may be
combined in one context row in cases of complete absence of verbal
indexing for any role.

As a final note, (person indexing) selectors which function in cer-
tain contexts as portmanteaus (i.e. they index both A and P argu-
ments) !¢ have two entries in the contexts.csv table. Since an entry
in the contexts. csv table represents the marking of both a role and a
referential type, such selectors have two entries for the same scenario:
one for marking the A role given the appropriate P as its co-argument
and another one for marking the P role given the appropriate A as its
co-argument. Though this may seem like a kind of double-coding, it is
analogous to a single selector used to mark both S and A roles.

selectors.csv

In the selectors.csv table, each row corresponds to a morpheme
or a paradigm of morphemes (see Table 2). The label of this mor-
pheme or paradigm is given in free form as its Selector_label,

15We only allow for this collapsing of argument roles in the case of an absence
of indexing, and not in the case of an absence of flagging. Unlike verbal indexing,
which can be completely absent in a language, flagging is almost always present
if we take into account all argument roles. It is very common that other argument
roles currently not coded in our database, such as G (goal) or T (theme), have
distinct flagging, even if the S, A, and P argument roles do not.

16 The property of a selector behaving as a portmanteau is commonly seen as
inherent to the selector, e.g. an indexing marker is either a simple or a portman-
teau marker. However, in some languages the same selector may function as a
simple marker in some contexts and as a portmanteau marker in others. As an
example, in Huastec [huas1242] (Mayan; Mexico), the marker tu= indexes the
1st person plural P role. However, it is also used in all cases where 1st person
A acts on 2nd person P (Edmonson 1988, pp. 114-115). In the former case, the
morpheme behaves as a simple P marker; but in the latter case, it can only be
understood as a portmanteau. We have therefore opted for considering portman-
teau behavior as a property of the context rather than the selector.
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Table 2: Excerpt from selectors.csv corresponding to the contexts given in
Table 1

Glottocode Selector_type Selector_label Marker_type Features
awac1239 flagging ACC marking overt

awacl239 flagging NO_FLAGGING Zero

awacl239  indexing marker  suffix -s 1P overt person
awacl239  indexing marker suffix -w 1S/A overt person
awacl239  indexing marker  suffix -zi 2/3S/A overt person
bilu1245 flagging NO_FLAGGING Zero

bilu1245 indexing marker P enclitics overt person +number
bilu1245 indexing marker  S/A proclitics overt person + number

4.2.3

which could be an abstract value (like <ergative suffix>) or a more
concrete one (such as the phonological shape of a person indexing
morpheme, e.g. <mii- 3sgA>). Each selector is given a value for its
Selector_type which specifies whether this selector is used for flag-
ging or indexing, and a Markex_type which specifies if it is phonologi-
cally <overt> or <zero>.The Selector_type can be <flagging>,
<indexing marker >, or <indexing trigger >, the latter of which is a
special type indicating a lack of indexing for a role (and thus always
has Marker_type <zero>). Zero morphemes that encode a specific
referential type have Selector_type <indexing marker> or <flag-
ging > and Marker_type <zero>, while zeros that represent the lack
of indexing in general, or the lack of indexing for a particular role, are
always Selector_type <indexing trigger>. A consistent selector la-
bel <NO_FLAGGING > is used for the absence of flagging of a specific
argument role.

The selectors. csv table includes other information about selec-
tors, such as what features they index (e.g. number, person). Selectors
are linked to the language they belong to by the Glottocode column.

languages.csv

In the 1anguages. csv table, each row is a language characterized by
a unique ID and associated information such as family membership,
geographical coordinates etc. These data are following Glottolog 4.8
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Table 3: Excerpt from languages.csv

Glottocode Name Macroarea Latitude Longitude Family

awacl239 Awa-Cuaiquer  South America 1.21652 —78.3401 Barbacoan
bilu1245 Bilua Papunesia —7.92388 156.663

(Hammarstrom et al. 2023). There is also a comment field for any un-
structured information on the language as a whole, such as the pres-
ence or absence of co-referential personal pronouns. An excerpt from
the languages.csv table is given in Table 3.

Sample and data collection 4.3

We have selected a geographically-balanced diversity sample of 84
phylogenetically unrelated languages (according to Glottolog 4.8,
Hammarstrom et al. 2023), equally distributed among each of the
world’s six macroareas (Hammarstrom and Donohue 2014). All of
our figures and results are based on this sample of languages, the
full list of which can be found in the Supplementary Materials in the
languages.csy file.

The data collected for this dataset were extracted from primary
source documents, mostly from reference grammars and linguistic ar-
ticles. Only occasionally did we consult native speakers and language
specialists (via personal communication).

During data collection, in addition to the entries in our database
structure, we created a more human-readable summary of each lan-
guage’s flagging and indexing patterns, complete with detailed refer-
ences and quotes. This summary was used in team discussions, as well
as a reference point for necessary adjustments during autotypologiz-
ing. Data consistency during the coding procedure was aided by cus-
tom scripts, which reported on definitionally impossible entries (e.g.
a claim that two morphemes occupy the same slot on the verb in the
same context, or that a noun was marked with two different cases in
the same context), which were then corrected manually.
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DATABASE QUERYING AND RESULTS

The database structure described in Section 4.2 does not itself answer
any specific typological questions, but the database can be queried
to answer a large variety of possible questions. We exemplify a few
of the most typical ways of calculating alignment statements. Some
of these queries match familiar alignment statements present in other
databases, whereas others are impossible to retrieve from statements
in other databases. The examples below are by no means exhaustive
of the typological properties that can be extracted from our database.

We organize these alignment properties into different levels of lin-
guistic structure. It is possible to specify typological questions about
alignment at the level of the language (Section 5.1), at the level of
individual argument selectors (Section 5.2), at the level of individual
referential types (Section 5.3), and at the level of argument roles (Sec-
tion 5.4). All queries and aggregations are implemented in individual
functions in the accompanying alignment_aggregation.py file in
the Supplementary Materials.

Language-level aggregation

Several properties of alignment can be established at a language-
wide level, without having to calculate per-selector, per-referent,
or per-role information. We have defined queries for five of these
and implemented them in the basic_language_level function in
alignment_aggregation.py:

(10) the presence of flagging for core arguments
the presence of indexing

the features which are targeted by indexing, if there is any

o TR

the presence of an alignment split conditioned by TAM
properties

e. the presence of a split-S system

The presence of overt argument flagging (10a) is retrieved from
the selectors.csv table by querying, for each language, whether
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there are any selectors for which the Selector_type is <flagging >
and the Marker_type is <overt>. The presence of indexing (10b) is
likewise retrieved from the selectors. csv table by querying for rows
in which Selector_type is <indexing marker> and Marker_type
is <overt>. The features targeted by indexing (10c) are retrieved by
concatenating all unique non- <NA > values in the Features column
for all indexing selectors of this language.”

The presence of an alignment split conditioned by TAM properties
(10d) is retrieved from the contexts.csv table by querying, for each
language, whether there is more than one value present in the TAM
column. The presence of multiple values indicates that TAM properties
are relevant for an alignment split.

Finally, the presence of a split-S system (10e) is also retrieved
from the contexts.csv table by querying for rows marking the S role
which have a Predicate_Class value other than default.

Some of these properties, such as the presence of a split-S system,
occur frequently in studies on alignment, while others, such as the fea-
tures targeted by indexing, do not. However, answers to both typical
and less typical questions can be extracted easily from our database.
We can additionally address typological properties at other levels of
organization, below the level of the language as a whole, as we will
see in the next sections.

The results of these queries for each language are written to
structure-cldf/values.csv, in accordance with the CLDF format,
and another version is optionally written to the non-CLDF compliant
human-readable.csv, which is organized by language rather than
by language and parameter. Statistics can then be calculated on this
output. '® Although the sample size for this dataset is relatively small,

17 While it is possible to aggregate these values (e.g. a language with a selector
which targets <number > and another selector which targets <person> could
be aggregated into <person+number>), we chose to keep them separate (e.g.
such a language would have a value < person;number > for this query).

18 All statistics are implemented in the write_summary_statistics function
of alignment_aggregations.py, which reads the CLDF-compliant csv output
of each level of aggregation and calculates summary statistics. These statistics
are written to file at summary . csv, which can be accessed in the Supplementary
Materials.

[ 311 ]



David Inman, Alena Witzlack-Makarevich et al.

some summary statistics of these language-level aggregations are pre-
sented in Table 4.

Table 4: Selected language-level results (N =84)

Property Count Frequency
Presence of argument flagging 47 56%
Presence of argument indexing 59 70%
TAM-based alignment split 3 4%
Split-S system 9 11%
Person + number always indexed together (if indexing present) 42 71%

5.2

Selector-level aggregation

In addition to alignment properties at the language level, it is possible
to derive alignment statements at the level of individual argument se-
lectors. Selectors mark roles (S, A, or P), either as argument flagging
(on the NP) or indexing (on the verb/clause), and an individual selec-
tor may mark multiple referential types (e.g. the same verbal index
might be used for both 3rd person singular and 3rd person plural A
arguments).

The first question that can be answered about an argument se-
lector is: “Which role(s) are marked by this specific marker?” For
example, an argument selector may mark S and A roles, but not P;
or S and P, but not A. Once it has been determined which argument
roles a selector marks, an alignment statement can be calculated for
that selector. This selector-based “alignment” is not quite the same as
reference-based alignment, which is what is prototypically referred to
by the term (see Sections 2.1 and 5.3). At the level of an individual
selector (disregarding for the time being what it is referencing), it ei-
ther marks a particular role, or it does not (e.g. a specific case suffix
either marks S arguments or it does not). There is in this sense no such
thing as a tripartite alignment for selectors: since its presence is a bi-
nary value, it is impossible to have the state S=A=P. For the same
reason, selectors which function exclusively as portmanteaus (such as
a morpheme marking 2>1) will always have a horizontal alignment
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at the selector level (the marking of A and P but not S). This differs
from reference-based alignment, where a horizontal alignment means
that for a given reference (e.g. 2sg) the A and P (but not S) roles are
marked by the same morpheme.

Note that zero selectors (the absence of marking) can also
have an alignment. A zero-marked nominative case (contrasting
with an overtly-marked accusative case) still has a selector-based
(nominative-)accusative alignment. The only case in which a non-
overt selector does not have an alignment (Alignment is <NA>) is
when a role is not marked at all. As we discussed in Section 4.1,
this is possible with indexing (the selector type <indexing trig-
ger>), but not with flagging.'® Selector-based alignment is closely
related to the concept of trigger potential (Siewierska 2003; Bickel
et al. 2013), because it describes which roles can trigger the appear-
ance of a particular morpheme. As such, selector-based alignment
can only have the values neutral, accusative, ergative, and hori-
zontal.

For the selector-level aggregation, we wrote queries to add four
columns to the selectors.csv table (see Table 5). The first three
columns, S_references, A_references, and P_references, keep
track of which references a selector marks. The values of these columns
are generated by looking in the contexts.csv table for all instances
of a given Selector_label, and entering into the appropriate column
in the selectors.csv table which referential types that selector can
reference. If a referential type is conditioned by a co-argument, they
are concatenated, e.g. if a selector only marks 1st person A when P is
2nd person, the value entered is <1_2>. If no reference is marked for
that role, the value <NONE > is entered in the references list.

Finally, the fourth column, Alignment, is added. The value of
this column is calculated based on the presence or absence of referen-
tial types in the S_references, A_references, and P_references
columns, regardless of what values are present. For example, if a

19 As explained in Section 4.2.1, we consider slot a property of the context,
rather than of the selector. Therefore, for each language there is at most one
zero selector for flagging and one for indexing and they can appear in different
slots. These zero selectors are of the type <flagging> or <indexing marker >
respectively and are treated identically to other selectors of the same type.

[ 313 ]



David Inman, Alena Witzlack-Makarevich et al.

2ATIBSNIOR ANON Aue Aue sonpoid y/S  IoyIew 3urxapur SpZINq
dATIESNIOOR Aue ANON ANON SODIPUL d  IdjIew Surxapur SpZINq
[enmau Kue Lue Kue ONIDOVTI ON Surddeyy SteIn[q
9ATIESNODE ANON €/T€/T €/CT  V/SE/T1z-XLns  INIBW SUIXSpUl  6ET[dEME
QATIESNOOR ANON /1 1 V/ST M- XIgns  Ixtew Jurxopur 6£CToBME
aanedro /71 ANON 1 dI s- xgjns  1orew Jurxapul 6EZIoBME
0I1d ‘MO[-UNON 014 ‘MO[-UNON

[ennau MO[-UNON ‘y3ry-unoN ‘q31y-unoN ONIDOVTI ON 3urd3epy 6SZ1oBME
dAnesnddR  01d ‘Y31y-unoN ANON ANON Supprew DOV 3uid3eyy 6EZIoBME
JuewudINy S9DUAIRJAI SIDURIRIAI Y SODUIIRJT S [9qe[ 10310979 9d£3710109]38 9p020110[H

saL1oNb [9A3]-10109[9S 311 WIOIJ SUWIN]OD PIPPe IIM ASD ' S10399T9s woj 1d19dxy :G 3[qe],

[ 314 ]



Alignment everywhere all at once

Variable Value Count  Frequency
Selector flagging of S True 16 26%
Selector flagging of A True 30 49%
Selector flagging of P True 35 57%
Accusative 40 66%
Ergative 17 28%
Selector flagging ali t

elector flagging alignmen Neutral 3 5%
Horizontal 1 2%
Selector indexing of S True 222 58%
Selector indexing of A True 247 65%
Selector indexing of P True 204 54%
Accusative 238 63%
. . . Neutral 53 14%

Selector indexing alignment .
Ergative 45 12%
Horizontal 44 12%

particular selector has a non-<None> entry in the S_references
and A_references columns, but <None> in the P_references col-
umn, then its value for Alignment is <accusative >, even if the val-
ues present in the S_references and A_references columns are
different.

As we did with language-level aggregation, we present summary
statistics at the level of selectors. Here, we have only calculated these
statistics for overt markers. These statistics could also be balanced per
language, so that languages with many selectors are weighted evenly
with languages that have fewer. We present the unbalanced, selector-
level statistics for some of these properties in Table 6.

Reference-level aggregation

Another possible level of aggregation is at the level of referential
types. For pronouns and verbal indexing, the relevant referential types
are the various person-number combinations attested in the language,
while the relevant referential types for nouns are the different groups
of nouns (if any) that behave uniformly as far as argument flagging is
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concerned (e.g. masculine, feminine, singular, plural, etc.). Thus, it is
possible for a language to have e.g. a tripartite alignment for first per-
son singular indexing (different selectors are used for each of the S, A,
and P roles), but an accusative alignment for second person singular
indexing (S and A roles are indexed with the same selector, while P
has a distinct one). Similarly, nouns in the singular may exhibit ac-
cusative flagging (nominal S and A arguments are in the nominative
case, whereas nominal P arguments are in the accusative case), while
nouns in plural may have neutral flagging (the same nominative form
is used for all three roles). The reference-level alignment can also be
different under different conditions, such as TAM or different predi-
cate classes. In such cases a reference-level alignment is calculated for
each of those different conditions.

The reference-level aggregation is implemented in the
reference_alignment.py script, available in the Supplementary
Materials. This script extracts, per language, how each combination
of role and referential type is marked. If further conditions are rel-
evant, such as TAM, then the marking of each role and reference
combination is calculated per condition. In cases of co-argument sen-
sitive marking, there is no single marking strategy for a role and
reference combination, but several, dependent on the co-argument. In
such cases, the script extracts a series of marking strategies depending
on the co-argument. A detailed example of the script functionality and
code flow can be found in Appendix C.

The results of the aggregation at the reference level are writ-
ten to a separate references.csv file (see Table 7). Each row
in this table represents a particular referential type of a particular
language under specific conditions. Each row is identified with a
unique ID and is linked with the corresponding language through the
Glottocode column, while the relevant referential type is listed in the
Referential_type column. The references.csv table also includes
several additional columns that specify the conditions
(Monovalent_predicate_class,Bivalent_predicate_class, TAM,
Condition), one column per role (S, A, and P), and two alignment
columns (Alignment and Alignment_not_local), which are calcu-
lated based on the role columns. For a more complete description of
the references.csv table, its columns and possible values, see the
Appendices.
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The Alignment column takes into account all contexts, while the
Alignment_not_local column excludes from the calculation local
scenarios (1st person acting on 2nd and vice versa), since in many
languages politeness may have affected the alignments of such scenar-
ios (see e.g. Heath 1998; DeLancey 2021). For example, if the S and
A column for the referential type <noun> are both <NOM_zero >
and the P column is <ACC_overt>, then the Alignment would be
<accusative>, as would be the Alignment_not_local. If there is
co-argument sensitivity for any role, then the Alignment is given the
value <sensitive>.2° If this sensitivity is due only to local scenarios,
then the Alignment_not_local column would have a non-sensitive
value.?! Finally, if all markers involved in the flagging of a particular
referent are non-overt, the resulting Alignment is <no marking>, a
special type of neutral alignment. Another case of neutral alignment
but with overt markers is attested more often in indexing than flag-
ging, namely, in cases where the same set of markers is used for all
roles. We call this alignment pattern <overt neutral >.

With the references.csv table, we can once again perform
summary statistics, in this case over all referential types. First, we
can calculate, per language, what the most common reference-based
alignment pattern is (using the Alignment column rather than the
Alignment_not_local one), weighting all referential types equally.
The results are summarized in Table 8, which reports for each selector
subtype (Flagging on nouns, Flagging on pronouns, Indexing) all the
most frequent reference-based alignments per language that occur at
least 5% of the time in our sample.

Another kind of aggregation that can be done at the reference
level (and without further aggregation per language) is the presence
of paradigmatic zeros in indexing, i.e. which referential types are not

20 The value <sensitive> is not a proper alignment the way that accusative,
ergative, etc. are. It is a bundle of different alignments that are dependent on
co-argument references. It is in principle possible to further decompose this state
into individual alignment statements not per reference but per combination of
reference and co-argument reference, as in Witzlack-Makarevich et al. 2016.

2l Awa-Cuaiquer it is not possible to assign a scenario involving a 1st per-
son as mixed or local, since second and third persons are not distinguished. We
have opted conservatively to keep all potentially non-local scenarios, and the
<sensitive> alignment is retained; see Table 7.
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iabl ) . Table 8:
Variable Value Count requency Most frequent
no marking 44 529 reference-based
X accusative 14 17% alignments per
Flagging on nouns ) language (>5%)
ergative 11%
no marking/accusative 7 8%
no marking 41 49%
Flagging on pronouns accusative 27 32%
ergative 8 10%
accusative 33 39%
Indexing no marking 27 32%
co-argument sensitive 14 17%
Table 9:
Person Role Count Frequency

Zero indexing for 1

Zero indexing for 2

Zero indexing for 3

S 6 3%
7 4%

P 14 9%
S 0 0%
A 17 10%
P 17 13%
S 55 22%
65 26%

P 51 23%

Zeros in indexing
by person reference

indexed for S, A, and P roles, while other referential types are marked
under the same conditions. Table 9 presents cases of zero indexing
broken down by person (without distinguishing number, i.e. 2sg and
2pl each count as independent examples of indexing of 2). As Table 9
shows, in our sample the P role more frequently lacks indexing than S
and A roles, as is expected from previous research (Siewierska 2013b).
Furthermore, the 3rd person more frequently lacks indexing than 1st
and 2nd (see e.g. Bickel et al. 2015c).
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Role-level aggregation

Information about argument marking can also be aggregated at the
level of the role (S, A, P). Such aggregations are not alignment, as typ-
ically conceived, since they concern exclusively the manner of mark-
ing of individual argument roles, i.e. the manner of S marking (on its
own), the manner of A marking, and the manner of P marking. This
aggregation allows one to capture the various patterns of differential
argument marking (see Witzlack-Makarevich and SerZant 2018 for a
recent overview). The best studied type of differential argument mark-
ing which corresponds to this level of aggregation is differential ob-
ject marking (or DOM, see Bossong 1985, 1991). In addition to DOM,
there are differential A marking (or DAM) and differential S marking
(including split-S or active-stative systems, see Section 5.1).

For this paper, we have only aggregated information about DOM.
For our present purposes, we are considering DOM “in the broad
sense” (see Witzlack-Makarevich and Serzant 2018), that is, we treat
as DOM any case of variation in the marking of the P argument ir-
respective of the condition triggering it, such as different referential
types (e.g. definite vs. indefinite), different TAM of the clause, etc, so
long as this change is also accompanied by a change in alignment. ?? It
is possible for a language to have complex systems of DOM with more
than one factor conditioning the split, e.g. person and TAM. In these
cases, we present the combined conditioning factors causing the split.

The presence of DOM is extracted from the contexts.csv,
selectors.csv, and references.csv tables. First, we select, per
language, all the rows in the contexts.csv table which have their
Role marked as <P >, and which encode flagging information (the as-
sociated selector in the selectors.csv table has the Selector_type
<flagging >). If these rows contain different selectors and at least
one has Marker_type <overt> (i.e. not all are <zero>), then the
references.csv table is checked for whether these P selectors are as-

22We consider <overt neutral > and <no marking > as the same, since they
are both subtypes of neutral alignment.
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sociated with different alignments. If this is the case, then a language
with DOM has been found. %3

Once a language is established as having DOM, then the condi-
tions which cause the differential P marking are calculated. The poten-
tial set of DOM-triggering conditions in the contexts.csv table can
be found in the columns TAM, Reference, Co-argument_reference,
Miscellaneous_condition, and Predicate_class. If one of these
columns has values which are each associated with unique P markers
and different alignment statements, then that column is the condition-
ing environment for the DOM. However, as we mentioned above, it is
possible that the DOM is conditioned by two (or even more) condi-
tions; if single columns fail to distinguish between different P mark-
ings, then each possible combination is tested. The full details of this
extraction are given in the alignment_aggregation.py script.

Once calculated, the different DOMs are output to doms.csv.
Each row represents a single DOM and indicates the language
(Glottocode) and the conditioning factor which causes it
(the Conditioning column), e.g. a different reference, TAM, and so
forth. In addition, there is a series of columns for each marking, the set
of alignments it is associated with, and the corresponding conditions
(see the Appendices for more details).

Table 10 shows a simplified example taken from the table gen-
erated by our DOM aggregation. Central Kanuri [cent2050] (Saha-
ran; Cameroon, Niger, Nigeria, and Chad) has a DOM in which the
P marker -ga appears under specific word orders (categorized un-
der <Miscellaneous_condition>), while in the standard word order
P is not marked. Brahui [brah1256] (Dravidian; Pakistan, Iran, and
Afghanistan) has a DOM based on definiteness (categorized under
<Reference >): indefinite nominal P arguments are not marked for

23Because the references.csv table does not calculate alignment according
to fixed coarguments but generalizes across them (see Section 5.3), P selectors
that occur for the same reference with different coarguments cooccur in a single
cell. In such cases, the relevant row receives the label <sensitive >, indicating
coargument-sensitive alignment. The code for calculating DOMs made available
in the Supplementary Materials makes the assumption that all such coargument-
sensitive differential P flagging necessarily implies the presence of DOM, without
calculating all fixed coargument alignments. A manual check confirms that this
assumption is correct, at least for the data present in our database.
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Table 10: Excerpt from doms.csv

Glotto-

4 Marking_1 Alignment 1  Condition.1  Marking 2 Alignment_2 Condition_2
code

cent2050 Misc_cond NO_FLAGGING no marking default P marker -ga accusative non-standard order
brah1256 ACC -e accusative Noun-def; Pro NO_FLAGGING no marking Noun-indef

case, while definite nominal and pronominal P arguments have ac-
cusative P marking.

With this role-level aggregation, we can derive yet another
language-level property, namely, whether the language has DOM at
all and what the triggering condition is for the DOM. This is added to
the values.csv table, using the doms.csv table to derive this infor-
mation. We found that in our sample, DOM is fairly common (20% of
languages), with the majority (71%) having a reference-based split.

CONCLUSION

When doing typological comparison on complex and multi-layered
parts of grammar, such as morphosyntactic alignment, there are many
possible points of comparison for the analyst to choose from. One valid
method of comparison is to select a well-defined exemplar and com-
pare languages based strictly on the exemplar case. Another possibil-
ity is to enumerate each possible pattern and ask whether each occurs
in the language above a certain frequency (or whether it occurs at
all). With a carefully constructed database, it is possible to encode
linguistic data in a way that allows for “late aggregation” (Witzlack-
Makarevich et al. 2022) for multiple points of comparison based on
the same data structure.

We have presented such a database for alignment and shown
how it can be used to answer many types of typological questions
concerning core argument flagging and indexing. This includes many
traditional concepts of alignment (such as alignment per referential
type), broader alignment-related phenomena (such as differential ob-
ject marking), and more expansive questions about argument flagging
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and indexing (such as the presence of indexing at all, and which per-
sons and roles lack indexing or are indexed by phonologically null
elements). Our database is extensible and there are several additional
phenomena that could be added: other roles (such as Theme and Goal);
other predicate classes (beyond the major class of bivalent verbs);
other types of argument selectors beyond indexing and flagging (e.g.
various syntactic properties); and so on. Further aggregations of the
data are also possible, besides the ones we have demonstrated. Dif-
ferential agent marking, differences in alignment based on targeted
features (person, person+number, or number only), and a finer dis-
tinction among zero-indexing for 3rd persons (separating by number
and even gender) are some of the most obvious extensions. Beyond
adding more data and more aggregations, another direction for future
research could include a more streamlined user interface for data en-
try and quantitative comparisons with other databases of a different
design philosophy. The work presented here, both in database design
and ways to query data for typological properties, represents a step
forward in the direction of creating generalized, multi-purpose typo-
logical databases which can be used to answer many typological ques-
tions all at once.
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APPENDICES

GENERIC CLDF DATASET DESCRIPTION

The generic CLDF dataset includes a metadata.json file, a
sources.bib file and five tables: languages.csv, contexts.csv,
selectors.csv, references.csv and doms.csv. Of these, the first
three tables are basic and correspond to raw data collected from
grammars, while the other two are populated algorithmically through
scripts. The metadata. json file describes the whole dataset and how
the different tables are interrelated. The sources.bib file contains
the bibliographic references. The tables are described in detail below.

languages.csv

Each doculect is identified through its Glottocode and its Glottolog
name. This table also contains information about family member-
ship (Family_Name column), macroarea, and geographic coordinates
(Hammarstrom et al. 2023).

Additionally, there is a Comment column for any further unstruc-
tured information.

contexts.csy

Each context has a unique ID, and is linked to the doculect it be-
longs to through the Glottocode column and to a selector (the mor-
pheme or paradigm of morphemes used in this context) through
the Selector_ID column. Bibliographic references are given in the
Source column and the responsible person in the Coder column. Fi-
nally, any additional remarks are kept in the Comment column.

The Role and Reference columns refer to the argument, while
the Co-argument_role and Co-argument_reference columns to the
co-argument. Note that as explained in Section 4.2.1, all contexts in-
volving two arguments are written as two separate contexts where
each argument is considered as the primary argument and the other
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as the co-argument. The Role column can only take one of three val-
ues: <S> (for Sole argument of monovalent verb), <A > (for Agent-
like argument of bivalent verb), or <P> (for Patient-like argument
of bivalent verb). The Co-argument_role column can take only one
of the following three values: <P > (when the argument is A), <A>
(when the argument is P), <NA> (for Not Applicable when the ar-
gument is S). In the present form of the ATLAs Alignment Module,
the Co-argument_role column is redundant since it can be predicted
by the Role column. However, in an extended form of the database,
where e.g. arguments of trivalent verbs are included, more combina-
tions of argument and co-argument roles would be possible, since A
could be combined with Theme or Goal.

The Reference column can take a variety of values depending
on the doculect in question. For indexing, it can take any relevant
person-number combination, such as <1sg>, <1pl.incl>, <3pl>,
as well as any relevant gender distinction, e.g. <3sg.M>, <3sg.F>.
For pronouns, the possible values are the same as for indexing for
most languages, but they are always followed by the string “Pro” (e.g.
<2sgPro>, <1duPro>, <3plL.F.Pro>). For nouns, the relevant cat-
egories are noun classes or other kinds of noun groups that behave
uniformly in terms of alignment, always including the string “Noun”
(e.g. <Noun-M>, <Noun-sg>, <Noun-pl-indef>, <Noun-high>).
The Co-argument_reference column can take the same values as the
Reference column, as appropriate for the co-argument restrictions of
each context. The Selector_ID column always refers to the marking
of the argument (rather than the co-argument) in each context. This
is true even for portmanteau morphemes that mark both the A and P
roles, since such morphemes appear in two different context rows, one
for marking the A argument and one for marking the P argument. The
Portmanteau column has also been filled out only for indexing, and
indicates whether the selector involved in the context functions as a
portmanteau which indexes both A and P roles; it takes three possible
values: <NA>, <simple>, and <portmanteau>.

The Slot column is optional and contains information about the
relative orders in which the argument markers appear. This column
does not capture slot in the strict sense of a fully articulated mor-
phological template, as determining this for every language in our
large typological study proved impractical (for example, there may be
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Table 11: Possible values for Slot in contexts.csv

Value Interpretation
1, 2, etc. suffix at the 1st, 2nd etc. slot
—1, =2, etc. prefix at the 1st, 2nd etc. slot
0 infix or stem change (tone, ablaut, etc.)
1/-1 mixed paradigm that contains both prefixes and suffixes and their corre-
sponding slots
1&2 the suffix slot could be 1 or 2 depending on the analysis
clitic 1 enclitic
clitic -1 proclitic
multiple for @ morphemes on verbs with multiple slots for indexing; the number

of posited & morphemes in such cases can vary depending on the analysis

AUX —1, AUX 1, etc.  affixes at the corresponding slot on an auxiliary verb

NA

not applicable; for languages with no argument indexing

many optional slots for grammatical voice markers and TAM informa-
tion that are not fully listed in the description). Instead, the value in
our Slot column is only guaranteed to be correct in a relative sense:
a <2> indicates a suffix further to the right of the stem thana <1>,
for example. For languages with complex templatic structures, we used
the slot values given in the grammar. Otherwise, we generated our
own slot information based on what was present in the description of
the indexing paradigm. The possible values for slot and their interpre-
tation can be seen in Table 11.

The Exemplar column is a convenience column for the extrac-
tion of alignment patterns per referential type and contains infor-
mation about our exemplar monovalent and bivalent context as ex-
plained in Section 4.1. It can take the values: <exemplar>, <non-
exemplar>, and <any>. The Exemplar column value <exemplar>
corresponds to cases where the context or context bundle in question
fits the properties of our exemplar exactly. This value is not attested in
our data, due to our exemplar being highly specified. The value <non-
exemplar > indicates that the context or context bundle in question
does not fit the properties of our exemplar in some regard (e.g. the
A may be non-human; or it may not be in control of the action; the

[ 326 ]



Alignment everywhere all at once

action may have not happened yet; etc.). Finally, the value <any>
indicates that this bundle of contexts can contain both exemplar and
non-exemplar situations.

Non-exemplar contexts are entered as separate rows in the
contexts.csv only if they are marked in a way that produces a dif-
ferent alignment pattern. Otherwise, they are bundled appropriately
in corresponding <any> contexts.

Common conditions that cause splits in alignment and yield non-
exemplar alignment patterns, such as TAM, predicate class and co-
argument reference, are marked in the homonymous columns, while
all other conditions are listed in the Miscellaneous_condition col-
umn. The TAM column can take any value following the language de-
scription, such as <progressive >, < perfective >, <future>, etc. The
Predicate_class column has at least one <default> monovalent
predicate class and one <default> bivalent predicate class. Beyond
the default classes, languages may have any number of other predi-
cate classes, such as <stative verbs >. For the present study, we have
coded additional bivalent predicate classes only if they contain mean-
ings that at least some of the time meet our exemplar conditions, as
well as additional monovalent predicate classes where the S argument
lacks control. This restriction is motivated by reasons of practicality
(it is often difficult to find details about all predicate classes in a lan-
guage and/or it takes longer to code) and because our broader study
was specifically interested in the “split S” phenomenon.

Finally, several of these columns have a special value type,
<any >, which is used as a “wildcard”: an <any> in the TAM,
Miscellaneous_condition, and Exemplar columns signifies that
the context bundle contains contexts that have all possible values of
the relevant variable for this doculect. This is a way to avoid duplicate
encoding of contexts which are not sensitive to conditions that may
be operative in other parts of the language. For example, the language
Lavukaleve [lavul241] (isolate; Solomon Islands) sometimes drops S
and A indexing on the verb in unknown discourse contexts, but al-
ways indexes P on the verb. In this case, there are contexts for S and
A indexing, conditioned on Miscellaneous_condition <default>,
and contexts for a lack of S and A indexing, conditioned on another
Miscellaneous_condition (descriptively, <unknown conditions,
may be discourse-based >). The indexing for P, however, occurs in
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both conditions. So the P context has the Miscellaneous_condition
<any>, which means that it occurs for all possible values of
Miscellaneous_condition. The wildcard <any> can also be used
for Reference and Co-argument_Reference, where it refers to any
possible referential value. In the case where a bivalent context is not
influenced by its co-argument, the value for that variable is <any>.
In cases where all indexation or all flagging uses the same paradigm,
regardless of referential properties, the Reference is set to <any>.

selectors.csy

Each selector has a unique ID and is linked to the correspond-
ing doculect through the Glottocode column. Analogous to the
contexts.csv, there are independent columns for primary reference,
Source, and the coder who entered the data, Coder. Selectors have a
name (either a high-level description or their phonological form, e.g.
‘ACC case’ or ‘-u 3plS/A’), which is entered in the Selector_label
column. The Selector_type column can take three values in our
database: <flagging> for case marking or adpositions, <indexing
marker> for selectors involved in verbal indexing, and <indexing
trigger > for roles that lack verbal indexing. The Marker_type col-
umn is a boolean type column involving two values: <overt> and
<zero >, for overt and null markers respectively. The Features col-
umn encodes which features a selector indexes; this column has only
been filled out for indexing. It can take one of six values for our data:
<NA>, <person>, <number>, <person+number>, <gender>,
and <other>. The value <other> covers a variety of features that
are more rarely attested, such as proximate/obviative, specificity,
honorificity, etc.

The table also includes four columns whose values are not entered
by hand, but are derived algorithmically, as described in Section 5.2:
S_references, A_references, P_references, and Alignment.

references.csv
The  references.csv is  entirely derived by  the

reference_alignment.py script, the logic of which is detailed fur-
ther below in Appendix C. The table lists references for every doculect
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and every relevant condition and gives their alignments. Each refer-
ence has a unique ID and is linked to the corresponding doculect
through the Glottocode column, and the language name is given
in human-readable format in the Language column. The domain to
which the reference applies is given in Domain, and has three possible
values: <Noun>, <Pro> (i.e. pronoun), and <Verb>. The referen-
tial type itself is given in Referential_type and takes an open-ended
set of values, which correspond to the referential types present in that
language. In the Exemplar column it is indicated if the referential
type and associated conditions are among the exemplar ones (value
<exemplar >) or if it includes non-exemplar conditions and referen-
tial types as well (value <all>). Note that for a language that has no
non-exemplar contexts (that are behaving differently from exemplar
contexts as far as alignment is concerned) these sets of rows will be
identical. By construction, every referent for every language will have
at least one row with Exemplar marked as <all>. The value of other
conditions relevant to the alignment statement is given in the columns
Monovalent_predicate_class, Bivalent_predicate_class, TAM,
and Condition. For languages that have multiple monovalent pred-
icate class and/or multiple bivalent predicate classes, each monova-
lent predicate class is combined with each bivalent predicate class to
produce alignment statements. The S, A, and P columns give the selec-
tor(s) which encode that role for each reference, and the Alignment
and Alignment_not_local columns abstract over S, A, and P, gener-
ating an alignment per referent (per condition). As explained in Sec-
tion 5.3, the Alignment column takes into account all scenarios in the
alignment calculation, while for the Alignment_not_local columns,
local scenarios are excluded. Finally, the Source column amalgamates
the sources from the contexts.csv and selectors.csv tables that
were used to generate this alignment, and the Coder column likewise
amalgamates the coders.

doms.csv

The doms. csv table is entirely derived by the dom_aggregation func-
tion in the alignment_aggregation.py script, as described in Sec-
tion 5.4. The table lists all DOMs (Differential Object Marking) present
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in the sample, each of which has a unique ID and is linked to the corre-
sponding doculect through the Glottocode column. The condition(s)
that generate the DOM are given in the Conditioning column, which
can take the values <Reference>, <Miscellaneous_condition>,
<TAM>, and < Co-argument _reference >, or in the case of complex
conditions, two or more of these joined by a < + >. The doms.csv
table also includes an open-ended series of columns, Marking_X,
Alignment_X, and Condition_X, for X = 1, 2, ..., for as many con-
ditions as there are encountered in the data for the same doculect.
Each Marking_X column gives one of the possible markings of P, each
Alignments_X column gives the set of alignments associated with the
marking, and each Condition_X column gives the condition in which
that marking appears. DOMs definitionally have at least two different
markings under two different conditions, but in our data we have
one language with three different markings following three different
conditions. Finally, there is a Source column which amalgamates the
sources in contexts.csv and selectors.csv from which this DOM
was derived, and a Coder column which concatenates the coders.

STRUCTURE CLDF DATASET

The structure CLDF dataset has a metadata.json and three tables:
languages.csv (which is an identical copy of the one in the generic
CLDF dataset), parameters.csv, and values.csv.

The parameters.csv table contains all language-level aggrega-
tions (including ones which are derived from selector, reference, and
role-level aggregations), in the form of a unique Parameter_ID and a
Question, which describes the typological property that is derived in
the form of a question.

The value of a particular doculect for a particular parameter
corresponds to a row in values.csv, and is associated with the
languages.csv and the parameters.csv tables via the Glottocode
and Parameter_ID columns respectively. The value itself is stored in
the Value column. Finally, values have a Coder, which is the concate-
nation of all coders responsible for the raw data which generated this
value, and a Source, which is the amalgamation of all sources in the
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raw data which generated this value. As mentioned in Appendix 5.1,
an alternative view of this information — as a matrix with one row per
doculect and a column for each parameter — can be generated from
our scripts and output by default to human-readable.csv. This file
is not part of the structure CLDF dataset.

REFERENCE-LEVEL AGGREGATION
CODE FLOW EXAMPLE

In this section, we present two examples of the code flow of the
reference_alignment.py script, which calculates reference-based
alignment, first for Kamu [kamul258] (Kamu; Australia) and then for
Marind [nucl1622] (Anim; Indonesia and Papua New Guinea). Note
that the tables we present are slightly simplified with invariant or non-
relevant columns removed for the sake of readability.

Kamu exemplifies a moderately complex system of both flagging
and indexing, each of which can change under different conditions.
Kamu has 26 rows in the contexts. csv table (four for argument flag-
ging and 22 for verbal indexing, see Table 12), and five selectors in
the selectors. csv table (two for flagging and three for indexing, see
Table 13).

First, we will exemplify the calculation of alignment for refer-
ential types that receive flagging. By filtering the contexts.csv ta-
ble for selectors which are used in flagging (whose corresponding
Selector_type in the selectors.csv is <flagging>), we see that
there is only one referential type, the special type <any>, indicat-
ing that all pronouns and nouns behave identically with respect to
alignment, and two miscellaneous conditions ( < default > and <non-
default>). For each referential type (in this case, only <any>), we
filter the table for every possible miscellaneous condition (here, <de-
fault> and <non-default>), always matching <any > with all other
values, as explained in A.2. As an example, filtering for the referen-
tial type <any> and the miscellaneous condition <default> yields
Table 14.

This resulting table is used to fill in the corresponding row for ref-
erential type <any > and miscellaneous condition <default> in the
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Aue Aue VN wny-3sg S 1- XNV JIoyrew-3urxapul-soxyoid-e-s-gGg TNWeY  9g-8Gg [nuIey

Aue Jejduoxa-uou VN wnyuou-3sg S I- XNV JIoyrew-3urxapur-soxyaid-e-s-gGz [nwey  Gg-gGg [nuey

Aue Aue VN 1de S I- XNV JIoyrew-3urxapur-soxyaid-e-s-gGz [nurey  {g-8Gg nuwey

Aue Aue VN 1dz S I- XNV Ioyrew-3urxapur-soxyaid-e-s-gGz Inwey  £g-8Gg [nuwey

Aue Aue VN 3sg S I- XNV JIoyrew-3urxapur-sexyaid-e-s-gGg [nuey gg-8Gg Inuwey

Aue Aue VN dr S 1- XNV JIoyrew-3urxapul-soxyald-e-s-gGg [Nwey  [g-8Gg [nuey

Aue Aue VN 3s1 S I- XNV JIoyrew-3urxapur-sexyaid-e-s-gGz Inurey  0g-8Gg Inuwey

Aue Aue Aue wny-3sg V  I- XNV JIoyIew-3urxopul-soxyaid-e-s-gGzInuwey 6 -8Gg [nuwey
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Table 13: Kamu selectors

ID Selector_type Selector label i\;[/;zker_ Features
kamu1258-erg-marking-flagging flagging ERG marking overt
kamu1258-no-flagging flagging NO_FLAGGING Zero
kamu1258-null-marker indexing marker NULL_MARKER zero NA
kamu1258-p-enclitics-indexing-marker  indexing marker P enclitics overt person-+

number
kamu1258-s-a-prefixes-indexing-marker indexing marker S/A prefixes overt Peron *
number
Table 14: Kamu contexts: filtering for selector type <flagging> and <default>
condition
|
! 3
() 5 — 8
= E% &5 &8
g g = FE
@« & §5 E 8%
[e} 3} oY > = 8
ID Selector ID ~ ~ o 8 = = o
kamu1258-1 kamul258-erg-marking-flagging A  any any any default
kamul258-3 kamul258-no-flagging S any NA any any
kamu1258-4 kamul258-no-flagging P any any any any
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references.csv table as follows: The column S contains the selector
(and if it is overt or not) for referential type <any > when in the Srole,
and the same for columns A and P. The result of this process is shown in
the first row of Table 15. In the same way, now filtering for <any>
and <non-default> condition, we can fill in the second row of Ta-
ble 15. Note that there are two sets of rows in the references.csv
table: one set of rows is marked <exemplar > in the Exemplar column
and includes only exemplar contexts, and the other is marked <all>
and includes all contexts (exemplar and non-exemplar). In a subse-
quent step, the S, A, P columns of references.csv are used to calcu-
late the alignment for each referential type. Here, all nouns and pro-
nouns (referential type <any>) have an ergative alignment in the
<default> condition, since only the A argument is marked with an
overt marker. In the <non-default > condition all nouns and pronouns
receive no marking since all selectors are of Marker_type <zero>.

Indexing in Kamu changes depending on referential properties
that are included in our exemplar, with some referential types condi-
tionally marked by a null morpheme. We again filter for each combina-
tion of referential type, exemplar case, and any relevant miscellaneous
condition (i.e. a condition within a certain exemplar case). In this case,
Exemplar <non-exemplar> always has Miscellaneous_condition
<any>, and Exemplar <any> has <unknown condition>, <de-
fault> or <any>, so the following combinations are filtered for
in different iterations of the script: each person-number combina-
tion for Exemplar <any> and Miscellaneous_condition <un-
known condition > or <any >, and each person-number combination
for Exemplar <any> and Miscellaneous_condition <default>
or <any>. During each iteration, a corresponding line is filled in
references.csv, following the same process as for flagging. In the
case of Kamu indexing, all referential types have an accusative align-
ment, even though the P marking changes under certain conditions.
The full reference-based alignment table for both flagging and index-
ing in Kamu, after all processing is done, is presented in Table 15.

Our other example, Marind, has no flagging at all, but a different
kind of complexity in its indexing system, including both a split in S
marking according to predicate class and co-argument sensitivity for
3pl. Contexts for Marind are given in Table 16 (22 rows total) and
selectors in Table 17 (nine rows total).
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Marind has two monovalent predicate classes (<default> and
< Sp class>), so there are two different alignment calculations: one
comparing monovalent default S with bivalent default A and P and
one comparing monovalent Sp class S with bivalent default A and P.
An alignment is calculated for each referential type and for each con-
dition (in this case, default and Sp class). Filtering for the <1pl> ref-
erential type and the <default> monovalent predicate class results
in Table 18. Note that referential type <any> matches all specific
referential types, including <1pl>. The alignment for <1pl> and
the <default> condition is accusative as can be seen in the fifth row
of Table 20 for the set of exemplar alignments and in the 17th row
for the set of all alignments. Note that in the set of all alignments, an
additional alignment statement for <1pl> is attested (in the eleventh
row of the table), this time with a different monovalent predicate class
(Sp) and its alignment value is <ergative>. Predicates of the Sp class
indicate actions where the S has no control, and therefore they are not
included in the set of exemplar alignments, since our chosen exemplar
requires that the S has control over the event (see Section 3).

When co-argument sensitivity is involved, a referential type will
participate in multiple contexts with the same role but with differ-
ent co-arguments, as is the case for 3pl in Marind. This can be seen
in Table 19, which filters Marind contexts for referential type < 3pl>
and the <default> monovalent predicate class. An alignment for this
referential type cannot be calculated because there is no single marker
for the A role (although one could calculate an alignment if the co-
arguments were fixed, i.e. the marking of 3pl when its co-argument,
if any, is 1sg — e.g. an alignment of 3pl S vs. A (with 1sg P) vs. P
(with 1sg A) - but this is not something we have done here). Instead,
in references.csv all the different ways that 3pl A is marked de-
pending on the co-argument are concatenated within the same cell of
the A column (see the first, seventh and thirteenth rows in Table 20).
When we calculate reference-based alignments, cases such as 3pl in
Marind get the pseudo-alignment <sensitive >, indicating that there
is no single alignment statement that can be made without the co-
argument role being fixed.

Once all of these calculations are done for every reference and
every condition, the output for reference-based alignment of indexing
in Marind is as in Table 20.
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ur jou) -u [dg xgaid y/s ¢ 8sz:81e0d 71190 (T < [dg UT J0U) -u [dg Xxyoid V/S
AANISUDS 119A0 X1Je g ¢ 1d1:81e007 119407 (T < 1d€) -2 [dg xya1d v/ ¢ 8s1:81e007119A07(T < 1dE) -0 [dg xya1d /S 11A0 X1Je 4 ssep ds e 1dg
MdA0™-(/-B
QATIESNOOR 12A0XIJe d 119A07-0 /-8 3s¢ xgaid v/ 3s¢ xyoid y/s meyep  Iejduroxa 3s¢
1IDA0(-9) " *-yeu
ATIBSTIDIR 1I9A0 XIJe 1190 (-9) " *-yeu [d1 xgaid y/S 1d1 xgaad v/s Jmejep  Iejduroxa dr
JI9A0-0
QATIESNIOR 1I0A0 XIJR 119A0-0 3sg xyaxd y/S 3sz xyoxd /s Jmejop  repduroxe 8sg
1I9A0 -YRU/-0U
ATIESNIDR 1I0A0 XIJR d 11940 -yeu/-ou 3s1 xyaxd v/S 3s1 xgoxd /s Jmejop  repduroxe 8sT
1I9A0-2
dATIESNIOR 1I9A0 XIJe d 119A0-3 [dg xyaxd v/S 1dz xyaxd v/s Jmejop  rejduraxs 1dg
95[2:812007019Z TINN AAYYHAANI ¢ [dg:818007110A07(T < [dEg UT J0U) -U
1dg xyaad y/s ¢ 8sg:81e007 11940 (1 < [dg ur Jou) -u [dg xya1d /s ¢ [dz:81e007 11000 (T < [dE 1A0 (T <1dg
ur Jou) -u [dg xgaid y/s ¢ 8sz:81e007 11040 (T < [dg ur Jou) -u [dg xygaid v/ ur jou)
ANISUDS 119A0°XIJe 4 ¢ 1d1:81e007 11920 (T < 1dE) -0 1dg Xgoaxd y/s ¢ 8s1:810007110A0 (T < [d€) -0 [dg xyad y/S -u [dg xgaid /s Jmejop  Iejduraxe 1dg
sse[d ajedrpaxd adfy
JuswusIY d v S Tjusfesouoly  rejdulexy  [enuLIROYy

sjuowrudIfe paseq-aduaIdJaI PULIRI :0C d[qelL
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Zero marking in inflection:
A token-based approach

Laura Becker
University of Freiburg

ABSTRACT

This study examines zero marking, i.e. the absence of an overt expo-
nent, in adjectival, nominal, and verbal inflectional morphology across
languages. The first part of the study provides an overview of the dis-
tribution of zero markers in inflection paradigms using the UniMorph
dataset. The results show that there is a general preference against
zero marking. The distribution of zero markers varies to a great ex-
tent across languages and lemmas, the only robust trend being that
they are avoided in cells that express a high number of grammatical
values. The second part of this study examines the association between
marker frequencies and phonological length, using the Universal De-
pendencies treebanks. While token frequency is a good predictor for
the length of overt markers, it does not account for the occurrence
of zero markers. This is taken as evidence to support a differential
non-development scenario of zero marking rather than a phonetic re-
duction scenario.

INTRODUCTION

The present study examines the distribution of zero markers in ad-
jectival, nominal, and verbal inflectional morphology.! In typology,

11 wish to thank the participants of the Freiburg Linguistics reading group
for their helpful comments on earlier versions of this study: Uta Reinohl, Peter

Journal of Language Modelling Vol 12, No 2 (2024), pp. 349-413

Keywords:
token-based
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corpus typology,
zero marking,
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Laura Becker

zero marking plays an important role for coding efficiency or form-
frequency effects in morphosyntax. The analysis of form-frequency
effects goes back to the early findings by Zipf (1935) that more fre-
quent lexical elements tend to be shorter than less frequent ones. There
is cross-linguistic evidence that, in inflectional morphology as well,
more frequent or predictable markers tend to be shorter or at least
not longer than comparable less frequent markers (Greenberg 1966;
Guzman Naranjo and Becker 2021; Haspelmath 2008b; Haspelmath
et al. 2014; Haspelmath 2021; Haspelmath and Karjus 2017; Stave
et al. 2021).

Such effects can be subsumed under the term of coding efficiency.
The coding of grammatical expressions is efficient, because it saves
effort in the production and processing of speech but maintains the
successful transfer of information (cf. Levshina 2022, for an overview
of efficiency in language and communication).

Usually, zero markers (in the sense of zero exponence) are
grouped with shorter markers as opposed to longer ones. It is often
explicitly or implicitly assumed that zero markers are used to ex-
press highly frequent morphosyntactic functions similarly to shorter
markers (e.g. Bybee 2011; Croft 2003, Ch. 4; Diessel 2019, Ch. 11;
Greenberg 1966, 32-37; Haspelmath 2008a, 2008b, 2021; Song 2018,
Ch. 7). However, a quantitative cross-linguistic overview of the distri-
bution of zero marking in inflection is still not available. The objective
of this paper is to start filling this gap.

To do so, I analyze the distribution of zero markers in the Uni-
Morph dataset (McCarthy et al. 2020), a cross-linguistic database of
inflectional paradigms for individual lemmas. I first provide some the-
oretical background on zero marking and coding efficiency and in-
troduce a working definition of zero markers in Section 2. Section 3
describes the dataset as well as the marker extraction procedure, and
discusses examples of zero markers. I then analyze the probability of
zero marking using the UniMorph dataset in Section 4. As will be seen,
zero marking is generally dispreferred across languages and parts-of-

Arkadiev, Matias Guzméan Naranjo, Marvin Martiny, and Naomi Peck. I also thank
the three anonymous reviewers for their valuable comments on earlier versions
of this paper. This paper was supported by a Junior Fellowship from the Freiburg
Institute for Advanced Studies, University of Freiburg.
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speech. Section 5 then zooms in on those cells and values of adjectival,
nominal, and verbal inflectional paradigms that are most likely to be
zero marked across languages. In Section 6, I turn to the distribution
of zero markers in language use. Using corpus data from the Universal
Dependencies treebanks (Zeman et al. 2023), I analyze the association
between token frequencies of inflection markers and their phonologi-
cal length, including the distribution of zero markers. As we will see,
frequency does not affect zero markers in the same way as it affects
overt markers. Section 7 discusses the findings of this study with a
special focus on the role of coding efficiency to account for the distri-
bution of zero marking. Section 8 concludes.

ZERO MARKING

This section presents the relevant theoretical notions related to zero
marking. Section 2.1 introduces zero marking and its relation to cod-
ing efficiency in typology. In Section 2.2, I propose a working defini-
tion of zero markers for the purposes of the present study. Throughout
the paper, I use zero marking to refer to the absence of phonetic ex-
ponence (“zero exponence”) of a morphosyntactic function.

Zero marking and coding efficiency

The modern understanding of coding efficiency began with Zipf
(1935), who showed that more frequent words tend to be shorter
than less frequent words. Greenberg (1966, 1963) was one of the first
typologists to relate the token frequencies of grammatical values to
their formal markedness. An “unmarked” value in this sense is char-
acterized by the absence of an exponent, which is contrasted with a
“marked” value that is expressed by an overt exponent. For instance,
Greenberg (1966, 32-37) showed how the markedness of singular,
plural, and dual forms of nouns, verbs, and adjectives is reflected in
their distribution in corpora from various languages. He noted that the
formally unmarked (no exponent) number value, singular, is substan-
tially more frequent than the formally marked number values (overt
exponent) of plural and dual in corpus data from different languages.
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Taking up Greenberg’s findings but doing away with the concept
of markedness, Haspelmath (2008a,b) argued that the length, com-
plexity, and availability of grammatical markers can be accounted for
by their frequency in language use. In a more recent study, Haspel-
math proposed the following hypothesis:

@8] The grammatical form-frequency correspondence hypothesis
When two grammatical construction types that differ mini-
mally (i.e. that form a semantic opposition) occur with sig-
nificantly different frequencies, the less frequent construction
tends to be overtly coded (or coded with more segments),
while the more frequent construction tends to be zero-coded
(or coded with fewer segments), if the coding is asymmetric.
(Haspelmath 2021, 2)

This hypothesis includes the assumption that zero forms pattern with
shorter forms in being used to encode comparatively frequent expres-
sions. Applied to inflectional morphology, we should thus expect zero
marking for highly frequent values of morphosyntactic features. By
now there is indeed much evidence for effects of coding efficiency be-
tween comparable grammatical expressions. However, examples usu-
ally only involve a difference in length, i.e. shorter vs. longer forms. 2
The participation of zero forms has not yet been the focus of any sys-
tematic cross-linguistic study. There are some indications from the lit-
erature, though, which suggests that coding efficiency and frequency
may not be a suitable explanation for the distribution of zero mark-
ers. Stolz and Levkovych (2019) provide a qualitative overview of the
distribution of zero marking in inflection (“absence of material expo-
nence, AOME”) from the perspective of canonical morphology. They
note that “[flrom the small number of cases discussed above it tran-
spires that frequency might not always be the most powerful factor

2A few examples of quantitative approaches to form-frequency effects in
grammar are: Guzman Naranjo and Becker 2021 for the length and paradigmatic
distribution of nominal inflection markers, Stave et al. 2021 for the length and
frequency of morphemes in general, Haspelmath et al. 2014 for the expression
of causal and non-causal alternations, Haspelmath 2008c for reflexive marking,
Haspelmath and Karjus 2017 for number marking, and Ye 2020 for (in)dependent
possessor marking.
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to make a given word-form or category a candidate for AOME” (Stolz
and Levkovych 2019, 396-397).

Guzman Naranjo and Becker (2021) come to a similar conclusion
based on a quantitative analysis of the association between the length
of nominal inflection markers and their distribution across paradigms.
They also use the UniMorph database, but focus on nominal inflec-
tion and test different distributional factors for their association with
marker length. Although they find that marker length is associated
with their type frequency, their results suggest that other measures
such as the entropy of the marker are better predictors for their length.
With their main focus being on predicting marker length from distri-
butional measures, one detail of their analysis concerns zero mark-
ing and is highly relevant for the present study. Guzman Naranjo and
Becker (2021) note that a simple Poisson model to predict marker
length strongly overestimates the occurrence of zero markers. This
suggests that the distribution of zero markers does not simply follow
the pattern of shorter ones.

Another area in which zero marking has been mentioned to be-
have differently is the occurrence of zero markers for person and num-
ber marking on verbs. Several quantitative typological studies (Bickel
et al. 2015; Cysouw 2003; Siewierska 2010) find that zero marking
for person marking is rather uncommon across languages. In contrast
to the traditional view in typology, these studies do not find evidence
for a paradigmatic preference of third person (singular) being zero
marked on the verb. However, all three studies show that if a person
marker is zero, it more likely expresses third person (singular) than
first or second person.

Serzant and Moroz (2022) also mention zeros in verbal person-
number marking. Analyzing the length of person-number markers in
a typological sample, they argue for an attractor state in which the
lengths of different indexes are associated with their frequencies in
language use. Serzant and Moroz (2022, 6) note that “[...] articula-
tory efficiency plays an important role here: the more expected the
sign is the shorter it is. Nevertheless, zero is not preferred.” They mo-
tivate the cross-linguistic avoidance of zero forms by invoking two
types of efficiency: processing and planning efficiency. Serzant and
Moroz (2022, 7) hypothesize that an overt exponent facilitates pro-
cessing on the addressee’s side. They also propose that avoiding zero
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marking makes planning more efficient on the speaker’s side, “[...] be-
cause it provides a straightforward link from meaning to coding, while
zero is inherently ambiguous by being linked to various meanings and
domains” (Serzant and Moroz 2022, 7). Whether or not the avoidance
of zero marking can indeed be accounted for by processing or plan-
ning efficiency requires proper psycholinguistic testing. The relevant
point is that coding efficiency does not seem to be applicable to the
frequency distribution of zero markers in person indexing in the same
way as it is for overt markers.

A working definition of zero markers

The discussion and use of zero marking has a long tradition in mor-
phology and in linguistics in general. It goes back to Panini, who
introduced the idea of zero morphs for morphemes that lack a pho-
netic representation as the outcome of morphological rules (Robins
1997, 181-182). The concept of zero morphs for linguistic analysis
was also widely applied in later work by structuralists (e.g. Bloch
1947; Bloomfield 1933; Jakobson 1983[1939]; de Saussure 1916).3
Starting with Haas (1957), linguists began to criticize the assumption
of zero morphs in the structuralist tradition and argued for stricter
criteria to define zero morphs in order to avoid the assumption of
excessive linguistic structure (e.g. Sanders 1988; Mel’¢uk 2002; Mc-
Gregor 2003). This was because linguists may postulate a zero morph
for any single morphosyntactic function that does not correspond to
an overt exponent. As Anderson (1992, 30) notes, it “leads to the for-
mal problem of assigning a place in the structure (and linear order) to
all of those zeros”.# Others, such as Arkadiev (2016), Contini-Morava
(2006) and Mithun (1986), used data from typologically diverse lan-
guages to show that the absence of phonetic material can also cor-
respond to the absence of a morphosyntactic feature rather than to

3 For more details, see Meier 1961. See also Al-George 1967, Diehl 2008 and
McGregor 2003 for more details on the history of linguistic zero.

4For examples and discussions of issues related to the use of zero morphs in
morpheme-based, segmental approaches to morphology, see Anderson 1992, Pul-
lum and Zwicky 1991, Blevins 2016 and Bank and Trommer 2015. For overviews
of zero exponence in morphological theories, see Trommer 2012 and Dahl and
Fabregas 2018.
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zero marking. For instance, Lakota has overt markers for first and sec-
ond person arguments on the verb, but no overt third person mark-
ers. Mithun (1986, 201-203) proposes to analyze the Lakota pattern
as agreement that is restricted to first and second person arguments
instead of analyzing agreement with third person arguments as zero
marked.

In line with those more cautious approaches to zero morphs, this
study uses the notion of “zero marker” as a descriptive shorthand for
the absence of material exponence of a given morphosyntactic func-
tion (cf. Stolz and Levkovych 2019). In other words, I do not assume
the presence of a zero morph. Instead, I understand zero markers as
the absence of exponence which expresses a certain morphosyntac-
tic function in addition to the lexical content of a word form. This
also means that zero markers can only occur in contrast to at least one
other, overtly coded morphosyntactic function of the same inflectional
paradigm.

To analyze the distribution of zero markers in inflectional mor-
phology, we need to identify the invariable, lexical parts (stems) as
well as the potential exponents of a morphosyntactic function in an in-
flected word form. This conforms with the basic intuition that we want
to separate the segments that convey the word’s lexical meaning from
the segments that convey morphosyntactic information (cf. Matthews
1972).° For the purposes of the present study, I define stems, markers,
and zero markers as shown in (2), (3), and (4), respectively. These def-
initions are motivated by both theoretical and practical considerations
regarding the dataset and annotations available.

2 Stem
The stem expresses the lexical content of a word form; it cor-
responds to the longest common subsequence shared by all in-
flected forms of a word. The stem can be discontinuous.

3 Marker
A marker encodes the morphosyntactic function of a word

5In reality, the identification of stems is not always this straightforward.
There are many different ways in which the lexical parts of inflected words can
vary in their phonological shape. Baerman and Corbett (2012) provide a num-
ber of examples and introduce a canonical approach to stems to capture that
variation.
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form, i.e. a value of some morphosyntactic feature defined for
that word or a bundle of values of several such features. The
marker corresponds to the phonetic material outside of the
stem of a word form; it can be discontinuous.

(€)) Zero Marker
A zero marker occurs when the word form does not feature any
overt marker (as defined in (3)) to encode its morphosyntac-
tic function. If the morphosyntactic function of the word con-
sists of several morphosyntactic features, zero marking applies
to the combination of feature values and not to single feature
values in isolation.

Consider a simple example of stem and marker identification. The
paradigm of English nouns consists of two cells: singular and plu-
ral. Given the paradigmatic relation between the singular form /der/
(day.sG) and the plural form /derz/ (day.PL), we can identify the string
/de1/ as the stem, i.e. the phonetic material that both forms of the
paradigm share. Since the form filling the plural cell includes the ad-
ditional material /z/, we can establish /z/ as a plural marker. In the
singular cell, the form does not include any material other than what
was identified as the stem. We can therefore treat the form of the sin-
gular cell of day as zero marked.

However, as will be described in detail in Section 3.3, I automat-
ically adjusted the stems extracted according to the definition in (2)
in order to account for stem allomorphy to a certain extent. This is
motivated by the fact that many stem alternations are phonologically
driven, which means that they do not necessarily provide meaningful
insights about the inflectional properties of a system in general and
about the distribution of zero marking in particular. Ignoring such al-
ternations allocates additional material to the marker segments and
runs the risk of systematically underestimating the number of zero
markers. The adjusted marker, and zero marker,, which take into ac-
count stem alternations, are operationalized as described in (5) and
(6), respectively.®

6From a theoretical perspective, it may be desirable to adjust the definition
of stems and then derive the new definition of markers from that. The definitions
given in (5) and (6) reflect the data extraction process, in that I extracted the ad-
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(5)  Markery
A marker, is extracted from a marker, as defined in (3), by
removing all material from the affix positions that the system
does not use for inflection.

6) Zero Marker,
A zero marker occurs when the word form does not feature any
overt marker (as defined in (5)) to encode its morphosyntactic
function.

This operationalization of stems, markers(,) and zero markers(,) has
the practical advantage that it does not require any morphological
analysis particular to a single language or paradigm. It is a solution
to identify the segments that contribute inflectional information that
can be applied automatically and consistently to the cross-linguistic
UniMorph dataset used in this study.

Besides practical considerations, this method is also based on the-
oretical grounds and follows the definition of stems by Beniamine
and Guzman Naranjo (2021), Bonami and Beniamine (2021), and
Guzméan Naranjo and Becker (2021). Despite much theoretical work
on the role and identification of stems in morphology, Bonami and Be-
niamine (2021) note that “there is no agreed upon method for identi-
fying which part of an inflected word is a stem, and that the heuristics
used by morphologists in that area are neither systematic nor princi-
pled enough”.” They compare two types of stem identification based
on prioritizing two different principles, namely to avoid stem allomor-
phy and to avoid discontinuous stems. Since those two principles are
in conflict with each other many times, every approach to stem iden-
tification needs to rank them in some way to resolve such conflicts.
Bonami and Beniamine (2021) compare the two methods of either
adhering to the first or the second principle, resulting in what they
call “unique discontinuous stems” (no stem allomorphy allowed) and
“continuous stem sets” (no discontinuous stems allowed). While the

justed markers, and zero markers, from the original markers without extracting
adjusted stems. I therefore omit the step of defining adjusted stems and focus
directly on the alternative definitions of markers, and zero markers,.

7 For work on stem identification and stem allomorphy, see Blevins 2003,
Bonami 2012, Brown 1998, Maiden 1992, Montermini and Bonami 2013, Pirrelli
and Battista 2000, Spencer 2012, Stump 2001 and Stump and Finkel 2013.
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first method of unique discontinuous stems allocates all the variation
of word forms to the exponents, leading to more exponent allomorphy,
the second method of continuous stem sets keeps exponent allomor-
phy minimal, but leads to a high degree of stem allomorphy, since all
variation that is enclosed by stem segments has to be included in the
stems. What this shows is that neither approach creates more allomor-
phy; they simply allocate it differently. Of course, which of the two
approaches is more useful depends on the research question at hand.

One of the questions discussed by the authors is what types of
stems are more helpful in addressing the ‘Inflected Word Recognition
Problem’ (IWRP), i.e. understanding what allows speakers to draw in-
ferences from a word’s form about its content. This results in the task
of separating the lexical and the inflectional parts of a word form, and
Bonami and Beniamine (2021) note that “[i]n terms of the IWRP, the
answer is quite simple. Sets of continuous stems are by definition less
useful than a unique discontinuous stem: the unique discontinuous
stem identifies exactly that part of the word that has no exponential
value, while stem allomorphs blur the distinction between exponen-
tial and nonexponential material.” As the identification of zero forms
relies on separating lexical segments from exponents of morphosyn-
tactic information in word forms, the IWRP is of high relevance to
this study and provides the theoretical grounds for the definition of
stems given in (2).

This study will largely follow a word and paradigm approach to
inflection (cf. Anderson 1992; Blevins 2016; Hockett 1967; Matthews
1972; Robins 1959; Stump 2001; Zwicky 1985). This approach bases
morphological analyses on the paradigmatic relation between differ-
ent word forms that represent the different morphosyntactic func-
tions a given word can have. The exponent of a cell in an inflectional
paradigm is determined through the relation of that word form to the
forms used for the other cells of the paradigm. The word and paradigm
approach has a very important practical advantage. It allows us to re-
frain from further segmentation of exponents into morphemes, which
may require language-specific insights and which may not always be
desirable or useful (cf. Blevins 2005, 2006).

Although morphological segmentation analyses may sometimes
be uncontroversial, there are many cases where a morpheme analysis
is less than clear. Various examples are given in Spencer 2012, one of
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them being the Spanish subjunctive verb form cantariamos ‘we would
sing’. Several theoretical motivations exist to segment this word form
into morphemes in five different ways: (i) cant-a-r-i-a-mos, (ii) canta-
riamos, (iii) cant-a-ria-mos, (iv) canta-r-i-a-mos and (v) cantar-i-amos
(Spencer 2012, 93). The fact that these profoundly varying morpho-
logical analyses are motivated in the literature suggests that such mor-
pheme segmentations are always theoretically guided, whether ex-
plicitly or implicitly. It is likely that segmentation into morphemes in
lesser-studied languages involves even more theoretical uncertainty,
given that we may know much less about morphological structure and
its diachrony than for languages like Spanish.

As will be shown in more detail in Sections 3.3 and 3.4, cells of
paradigms are defined by (a combination of) values of morphosyntac-
tic features. For instance, the inflectional paradigms of German nouns
combine the morphosyntactic features of case and number. While
nouns are inherently specified for gender, each word form in context
is also specified for number and case, so that each cell of the paradigm
corresponds to a number-case combination (e.g. dative plural).

For the purposes of this study, I do not distinguish between an
exponent for plural number and one for dative case. Instead, I treat
the material in addition to the stem in the dative plural cell as the
marker of the dative-plural function. When no additional phonetic ma-
terial is used, this cell is then analyzed as being zero marked (cf. Ta-
ble 9). I do not assign zero markers to single abstract morphosyntac-
tic values but to the relevant value combinations of the inflectional
paradigms. The theoretical reason for this is that exponents of mor-
phosyntactic functions are defined based on the relations between the
forms of the different cells of the inflection paradigm, which com-
bine these functions. This also reflects the morphological reality of
many (if not most) languages, in that morphosyntactic functions are
usually not marked in isolation but often occur in combination. As
mentioned above, it is not always trivial to justify a segmental analy-
sis. The practical reason is that there is still no language-independent
and theory-independent way of segmenting distinct morphosyntactic
exponents, and such segmentations are not (yet) automatable. Since
automatic processing is indispensable for the purposes of the present
study, no further segmentation of morphosyntactic exponents will be
carried out.
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The segmentation into stems and markers is often additionally
complicated by inflection classes, which use different exponents to
signal grammatical functions. Sections 3.3 and 3.4 show in more detail
how the present approach deals with variation in the exponents due to
inflection classes, with stem alternations and with suppletive forms.

DATASET AND SEGMENTATION

Dataset

The data used in this study comes from the UniMorph database (Mc-
Carthy et al. 2020), a large-scale cross-linguistic database of complete
inflectional paradigms of adjectives, nouns, and verbs for individual
lexemes from different languages. The present study includes adjec-
tival, nominal, and verbal paradigms for 39, 62, and 96 languages,
respectively. Some languages are featured with paradigms for more
than one part-of-speech; a total of 114 languages is analyzed in this
study. Figure 1 shows the geographical distribution of the languages
in the dataset.®

While the dataset is not a balanced typological sample in the strict
sense, it does include languages from all six macro areas (Africa, Eura-
sia, Papunesia, Australia, North America and South America), which
ensures that typological and areal diversity is captured at least to some
degree. Table 1 provides an overview of the final dataset with the
number of languages, lemmas, paradigm cells, marker types and ob-
servations by part-of-speech. The morphosyntactic annotation in the
UniMorph dataset follows the guidelines described by Sylak-Glassman
(2016, 3), who notes: “This paper presents the Universal Morpholog-
ical Feature Schema (UniMorph Schema), which is a set of morpho-
logical features that functions as an interlingua for inflectional mor-
phology by defining the meaning it conveys in language-independent

8More details about the languages, the parts-of-speech, and the num-
ber of lexemes is provided in the files affixation.csv and lemmas.csv
in the supplementary materials. All supplementary materials referred to
in this paper can be found here: https://osf.io/p4mkc/?view_only=
5238ace9ch1d4£4d998486ebb28£4£d8
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terms. The features of the Universal Morphological Feature Schema
have precise definitions based on attested cross-linguistic patterns and
descriptively-oriented linguistic theory, and can capture the maximal
level of semantic differentiation within each inflectional morphologi-
cal category.” Annotations thus do not necessarily follow the linguistic
traditions of particular languages but are defined and used in the sense
of comparative concepts in typology (cf. Haspelmath 2018).

Data pre-processing

I excluded a number of languages available in UniMorph from the final
analysis on the basis of unclear or insufficient annotations in the orig-
inal datasets, some of which were annotated only automatically with
no manual checks. Since the database is somewhat biased towards lan-
guages spoken in Eurasia (mostly Indo-European languages), I only in-
cluded languages from this area with paradigms for more than 30 lem-
mas. For languages from other macro areas, especially from Africa or
the Americas, I did not apply this threshold of 30 lemmas in order to
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include more non-Indo-European languages and to keep the dataset as
diverse as possible.®

The next step was to pre-process the data to remove errors and to
make annotations more consistent across languages. 1° Pre-processing
consisted of different global and dataset-specific corrections. Global
corrections included resolving annotation inconsistencies across lan-
guages. For example, the value “indefinite” was coded as “INDF” in
some languages and as “NDEF” in others. Similarly, the annotation
of person-number combinations in verbs varied, e.g. between “SG;1”,
“1;8G”, “1SG” for first person singular. In such cases, I adjusted the
annotation to a single label across all languages. I also removed com-
plex lemmas containing a space or “-”. This removed some erroneous
lemmas that were complex expressions rather than nouns, adjectives,
or verbs. In some languages, both parts of a complex noun or ad-
jective are inflected. Keeping such lemmas would have caused the
marker extraction to detect infixation for complex lemmas with suf-
fixes on two or more parts. Removing them avoided the artificial
creation of more complex inflection patterns. Similarly, periphrastic
forms were removed in the case of inflected auxiliaries, which would
also have led to the erroneous analysis of infixation. This conserva-
tive approach of removing such forms was chosen over, e.g., split-
ting them or analyzing the inflected auxiliaries only. This alterna-
tive would have involved many additional case-by-case modifications
of the original data, which in turn would have made it more prone
to additional errors. Moreover, it would have increased the number
of inflected forms from single auxiliaries, potentially misrepresent-
ing the distribution of markers across lemmas. Complex forms were
also removed if they contained a separate marker that occurred be-
fore or after the inflected verb form, depending on the cell of the
paradigm. This was especially common with verbal paradigms, e.g.

9For adjectives, only Zulu has fewer than 30 lemmas (17); for nouns, this
is the case only for Kalaalisut (23). For verbal paradigms, the languages with
fewer than 30 lemmas are Sotho (26), Mapudungun (26), Murrinpatha (29), and
Zarma (27).

10petailed documentation of all pre-processing steps can be found in
preprocessing.txt in the supplementary materials. For the implementation,
see code-preprocessing.R.
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verbal particles in German, or reflexive markers in Italian and Mace-
donian.

Dataset-specific cleaning steps included deleting “?” following in-
terrogative verb forms in the Turkish data or deleting the indefinite
article from Romanian nominal forms. Other cleaning steps were re-
lated to the alphabetic scripts used. For example, the Serbian-Bosnian-
Croatian dataset contained forms in the Latin script with a handful
of forms in Cyrillic. The latter were removed to allow for consistent
processing. Some datasets (e.g. Old French or Yoloxochitl Mixtec) con-
tained alternative forms for certain cells. In such cases, I systematically
kept the first form and removed the other(s).!' Other dataset-specific
operations included deleting single forms containing obvious errors
(e.g. misalignment, cells with missing data).

Following data cleaning, I added phonological transcriptions
to the inflected forms whenever possible. For some languages (e.g.
Palantla Chinantec), the UniMorph database already provided the
inflected forms in a phonological transcription. For most other lan-
guages, however, forms were given in the standard orthographic rep-
resentation. This may well be problematic, especially for languages
such as French, where the orthographic representation continues to
make many distinctions that are no longer realized in the spoken lan-
guage. For this reason, whenever possible, I replaced the orthographic
forms by a phonological transcription using Epitran (Mortensen et al
2018). Epitran currently has modules to transcribe 31 of the languages
used here. 2

While not perfect, Epitran offers a more realistic representation
of the forms occupying the different cells of inflectional paradigms.
Table 2 illustrates this by showing the transcriptions generated with

111t would have been insightful to include overabundance in a systematic way.
Overabundance refers to the phenomenon of two distinct forms being available
to express a single cell in a paradigm (cf. Thornton 2012). However, alternative
forms are not systematically annotated in the UniMorph datasets. If provided,
their relation differs greatly across datasets and is not usually documented in the
dataset descriptions. Alternatives can represent diachronic, dialectal, or stylistic
variants; in other cases, their alternation behavior remains unclear. It is also
unclear how many overabundant forms are not provided in UniMorph. Including
overabundance is thus not possible with the approach used in this study.

12For details, see epitran.py in the supplementary materials.
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1sG 2SG 3sG 1pPL
PRS.IND allume allumes allume allumons
alym alym alym alym3
PST.IPFV.IND | allumais allumais allumait allumions
alyme alyme alyme alymi5
PST.PFV.IND allumai allumas allumat allumdmes
alyme alyma alyma alymam
FUT allumerai allumeras allumera allumerons
alymre alymra alymra alymer3
PRS.COND allumerais  allumerais  allumerait  allumerions
alymre alymre alymre alymri3
PRS.SBJV allume allumes allume allumions
alym alym alym alymi5
PST.SBJV allumasse  allumasses  allumdt allumassions
alymas alymas alyma alymasi3

Epitran for the French verb allumer ‘light something, turn on (light)’.
The rows show seven TAM combinations; for each of these, the first
row contains the form in orthographic representation, and the sec-
ond row shows the phonological transcription generated with Epitran.
For the remaining 81 languages, the forms in UniMorph are given
in their orthographic representation, which reflect the phonological
shapes to a varying degree. To consider the potential influence that the
type of phonological representation may have on the detection of zero
forms, I manually coded whether or not the representation was phono-
logical.'® Orthographic representations that systematically reflected
phonology were treated as phonological representations. This led to 31
languages with a transcription generated using Epitran, 63 languages
with original representations that systematically reflect phonological
shape, and 20 languages with orthographies that do not always reflect
phonological shape. The type of phonological representation was then
added as a control variable in the analysis.

13 For details by language, see affixation.csv in the supplementary files.
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Extracting stems and zero markers

In order to analyze the distribution of zero markers, I automatically
segmented the inflected word forms following the method developed
in Beniamine and Guzman Naranjo 2021 and Guzman Naranjo and
Becker 2021. As mentioned in Section 2.2, the segmentation follows
a word and paradigm approach to morphology, in that whole forms
are paired with morphosyntactic functions according to their distri-
bution across the inflectional paradigms. This means that the subse-
quence shared by all cells of the paradigm is automatically extracted
and taken as the stem according the working definition given in (2).
All material not included in this subsequence is analyzed as the marker
of a given cell, as defined in (3). If the form corresponds to the longest
common subsequence (i.e. the stem), the marker is analyzed as zero
according to the definition in (4). This automated detection of stems
and markers is necessary for two reasons. First, it is not feasible to
apply manual, language-specific segmentations to this dataset. Sec-
ond, this method allows for a single, consistent way of detecting zero
marking across languages, which is necessary for the cross-linguistic
comparisons made in this study. **

To give a simple example of the segmentation into stems and
markers and of the detection of zero markers, Table 3 shows parts
of the present tense paradigm of the French verb allumer from Ta-
ble 2.1° Comparing the forms of the different cells of the paradigm,
the string alym is identified as the longest common subsequence be-
tween all forms of the paradigm. For the purposes of the present pa-
per, this subsequence is analyzed as the stem. All remaining material
is analyzed as the marker of a particular cell. In cells where the form
corresponds to the stem, markers are analyzed as zero. This is the case
for some of the present tense forms; such cells are shaded in grey in
Table 3.

In the remainder of this section, I discuss the extraction of stems
and markers using examples that may appear less straightforward, in

145tem alternations are not accounted for by this extraction method; Sec-
tion 3.4 shows how they are included in the present study.

15 This example involves a continuous stem as well as continuous markers. Ex-
amples of discontinuous stems are shown later in this section and in Section 3.4.
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Table 3:

Marker extraction for the French verb Cell Form Stem Marker

allumer ‘turn on (light)’ PRS.IND.1SG alym alym -
PRS.IND.2SG alym alym -
PRS.IND.3SG alym alym -
PRS.IND.1PL alymon alym -on
PRS.COND.1SG | alymere alym  -ere
PRS.COND.2SG | alymere alym  -ere
PRS.COND.3SG | alymere alym  -ere

PRS.COND.1PL | alymerjon alym -erjon

PRS.SBJV.1SG alym alym -
PRS.SBJV.2SG alym alym -
PRS.SBJV.3SG alym alym -
PRS.SBJV.1PL alymjon alym  -jon

that the identified stems (and thus also markers) do not correspond
to stems as traditionally analyzed in the literature, or in that they are
discontinuous.

One example comes from Ayamara (Aymaran), a language with
nominal inflection known for its subtractive morphology. The ac-
cusative singular cell is usually analyzed as being expressed by the
subtraction of the final vowel of the nominative singular form (cf.
Coler 2015). Table 4 illustrates this with parts of the paradigms of two
Aymara nouns. For the purposes of this study, the accusative singular
form corresponds to the stem, because it equals the longest common
subsequence of all forms of the lexeme. Compared to the accusative
form, the nominative form has an additional final vowel, which is
also found in all other forms of the paradigm, except for the inessive
(INESS) and equative (EQTV) forms.

Traditionally, the nominative form with the final vowel is ana-
lyzed as the stem of the noun, while the accusative is argued to be a
subtractive form, i.e. consisting of less material than the stem of the
lexeme (Baerman et al. 2017; Coler 2015, 2018). There are valid di-
achronic arguments to support such an analysis. Coler (2018) provides
examples of historical Aymara with accusative forms that still have
the final vowel. In addition, vowel deletion is a common phonological
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Cell Form Stem  Marker Form Stem Marker
NOM.SG anu an -u chaski chask -i
ACC.SG an an - chask chask -
GEN.SG anuna an -una chaskina chask  -ina
COM.SG anumpi an -umpi chaskimpi chask  -impi
ABL.SG anuta an -uta chaskita chask -ita
ALL.SG anuru an -uru chaskiru chask -iru
INESS.SG | anpacha an -pacha | chaskpacha chask -pacha
EQTV.SG | anjama an -jama chaskjama chask -jama

process in Aymara. Nevertheless, aiming at a synchronic, comparable
analysis across languages here, I treat the accusative form as the stem
of the lexeme. In the Aymara data, the accusative is zero marked in
all 1,522 nouns of the dataset, without exception.

Another rather unusual case of zero marking can be found in
Georgian (Kartvelian) verbs. Besides a number of other theoretically
interesting patterns, Georgian verbs have been cited in the typologi-
cal and morphological literature for their cross-linguistically unusual
258G zero marker (e.g. Anderson 1992; Blevins 2016; Stolz and Lev-
kovych 2019). However, not all lexemes express the 2sG form with a
zero marker in the sense of the present study. Only one out of 118 ver-
bal lexemes in the dataset features a zero marker in the 2SG present
tense cell. Table 5 shows this for the verb ts’ers ‘write’, in opposition
to ak’etebs ‘make’. 1

In general, Georgian verbs take a so-called preverb in some but
not all of the tenses (Hewitt 1995, 148-169). When present, it pre-
cedes the prefixal part of agreement marking on the verb. As we can
see in Table 5, present and imperfect forms occur without the ver-
bal prefix, while the future, aorist, and perfect forms all make use
of the prefix (da- and ga- in the examples in Table 5). In most TAM
series, many Georgian verbs also have so-called thematic suffixes (He-
witt 1995, 143-147), such as -eb in ak’etebs ‘make’. The presence of
such thematic suffixes in the present tense results in the absence of

16 The segment -a- is not part of the verb stem of ak’etebs ‘make’, as it does not
occur in all forms of the paradigm, e.g. the imperfective masdar form k’etebi.
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extraction

for the Georgian
verbs

ts’ers ‘write’

and ak’etebs
‘make’

Laura Becker

Cell Form Stem Marker Form Stem  Marker
PRS.1SG vts’er ts’er  v- vak’eteb ket va-eb
PRS.2SG ts’er ts’er - ak’eteb ket a-eb
PRS.1PL vts’ert ts’er vt vak’etebt k'et  va-ebt
IMPF.1SG | vts’erde ts’er  v-de vak’etebdi ket va-ebdi
IMPF.2SG | ts’erde ts’er  -de ak’etebdi ket a-ebdi
IMPF.1PL | vts’erdet ts’er  v-det vak’etebdit K'et va-ebdit
FUT.1SG davts’er ts’er  dav- gavak’eteb  K'et gava-eb
FUT.2SG dats’er ts’er  da- gaak’eteb ket gaa-eb
FUT.1PL davts’ert  ts'er  dav-t gavak’etebt K'et gava-ebt
AOR.1SG | davts’ere ts’er dav-e gavak’ete ket gava-e
AOR.2SG | dats’ere ts’er da-e gaak’ete ket gaa-e
AOR.1PL | davts’eret ts’er dav-et | gavak’etet Kk’et gava-et

zero marking for most of the verbs. The thematic suffix -eb/-ob is part
of the second person singular present form; as it is not used in the
aorist forms, the former does not correspond to the longest common
subsequence of the verb forms. The second person singular present-
tense cell can thus only be expressed by a zero form with verbs that
generally do not use any of the thematic suffixes, like the verb ts’ers
‘write’ in Table 5.

Arabic (Semitic) is well known to have roots that consist of discon-
tinuous consonants, with prefixed, infixed, and suffixed vowels, and
other consonants to mark the grammatical values of a given form in
the paradigm (e.g. Boudelaa and Marslen-Wilson 2001; Ratcliffe 1998;
Schramm 1962; Yip 1988). The automatic extraction of the longest
common subsequence detects these consonants and assigns all addi-
tional material to the markers. This is shown for two verbs, 2arsala
‘send’ and iktasafa ‘discover’ in Table 6.

Another language that is interesting from the point of view of
marker extraction is Tohono O’odham (Uto-Aztecan, Mexico, USA).
Some nouns in Tohono O’odham mark the plural using partial redu-
plication of the stem (Hill and Zepeda 1998). Table 7 shows this for
the two nouns ban ‘coyote’ and ceoj ‘boy’, using the phonological tran-
scription generated by Epitran.
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Cell Form Stem Marker Form Stem Marker
IPFV.15G 2ursilu sl ?u-i-u 2aktasifu ktsf ?a-a-i-u
IPFV.2SG.F | tursilina rsl  tu-i-ina taktaSifina  kt$f ta-a-i-ina
IPFV.3PL.M | yursilina rsl  yu-i-ina | yaktasifina ktSf ya-a-i-tina
PFV.1SG ?arsaltu  rsl  ?a-a-tu iktasaftu ktsf  i-a-a-tu
PFV.2SG.F ?arsalti  rsl  ?a-a-ti iktasafti ktsf  i-a-a-ti
PFV.3PL.M ?arsalii sl ?a-a-i iktasaft ktsf i-a-a-U

Cell Form Stem  Marker Form Stem Marker
SG ban ban - tfindz tfindz -
PL bazban  ban -:ba- tfitfpdz  tfindz  -tf-

Applying the automatic stem extraction for the purposes of this study,
the reduplicated stem is analyzed as infixation, i.e. the marker of the
plural cell occurs within the sequence shared by both cells.

Stem alternations and suppletion

The previous examples showed that stems correspond to continuous
strings to a differing degree; in fact, alternations within stems are com-
mon across languages. Stem alternations can be defined as phonolog-
ical changes within the material expressing the lexical meaning of a
word across the cells of a paradigm (cf. Paster 2016; Baerman and Cor-
bett 2012). As was mentioned in Section 2.2, such alternations do not
necessarily provide meaningful insights about the inflectional proper-
ties of a system. For inflected forms with stem alternations, the stem
and marker extraction method shown in Section 3.3 would result in
material being analyzed as part of the marker that could otherwise be
considered as belonging to the stem. Therefore, this method runs the
risk of detecting fewer zero markers than potentially there could be.
To gauge the effect of marker material resulting from stem alter-
nations, I extracted another set of zero markers,, as defined in (5), by
removing material that could be analyzed as a stem alternation. To do
so, I determined the position(s) of inflectional affixation for all lan-
guage and part-of-speech combinations in the dataset. This was done
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Table 8:
Marker,
extraction

Laura Becker

Affix position Removal Marker Marker,
pfx remove infixes and suffixes  pfx-ifx-sfx  pfx-

sfx remove prefixes and infixes  pfx-ifx-sfx  -sfx
pfx+sfx remove infixes pfx-ifx-sfx  pfx-sfx

ifx +sfx remove prefixes pfx-ifx-sfx  -ifx-sfx
pfx+ifx+sfx  / pfx-ifx-sfx  pfx-ifx-sfx

based on language descriptions and on the extracted stems and mark-
ers used in this study. Given the observed patterns, I distinguished
between the following five categories of affix position: prefix, suffix,
prefix + suffix, infix + suffix, prefix + infix + suffix. '’ Using this classifi-
cation, all material that had originally been assigned to the marker but
did not occur in a regular affix position for a given language and part-
of-speech was removed. A schematic overview of this step is shown in
Table 8. For instance, if a language and part-of-speech combination is
classified as having prefixes only, all additional material that would
be classified as an infix or suffix was removed. Similarly to the first
step of stem and zero marker extraction, these marker adjustments
were automated so that they could be applied systematically for all
the languages in the dataset without any additional manual annota-
tions. For the type prefix + infix + suffix only, no additional material
could be removed from markers, because all available affix positions
were already used by inflectional morphology. The three languages in
this category are Arabic, Hebrew, and Maltese; I applied no further
changes to the markers in these cases.

The following paragraphs provide a few examples of how mark-
ers,, as defined in (5) and (6) (cf. Section 2.2), were extracted in the
presence of stem alternations. One example is a vowel change in Ger-
man nouns, where a back stem vowel in the singular cells is opposed
to a front stem vowel in the plural cells. This is shown for the German
noun Klof ‘dumpling’ in Table 9. All forms are given in the phonolog-
ical transcription generated with Epitran.

In the case of Klofs, the longest common subsequence is not con-
tinuous. Due to the umlaut in the plural forms, the automatically ex-

17The list of languages and affix position values can be found in
affixation.csv in the supplementary materials.
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Cell Form  Stem Marker Marker, Table 9:
NOM.SG | klos kls -0- - of the German noun
ACC.SG klos kls -0- - Klofs ‘dumpling’
DAT.SG klos kls -0- -
GEN.SG kloses  kls -0-es -es
NOM.PL | klgsa kls -6-9 -9
ACC.PL klgsa kls -6-9 -9
DAT.PL klgson  kls -g-an -an
GEN.PL klgsa kls -6-9 -9

tracted stem of Klof$ consists of the three consonants kls. The vowel
change from /o/ in the singular to /g/ in the plural is analyzed as a
part of the cells’ markers, respectively. Therefore lemmas such as Klofs
in German do not have zero marking according to the first method
of marker extraction. However, German nouns are classified as us-
ing suffixes only for inflection. Adjusting the markers by removing all
material that is not a suffix takes into account that the alternation
between /o0/ and /g¢/ is a stem alternation. The markers, no longer
contain infixal material and are analyzed as zero for the nominative,
accusative, and dative singular cells. Another process of stem alter-
nation is metathesis. Table 10 shows how this is dealt with in the
case of the Hungarian noun gyomor ‘stomach’. In this example, the fi-
nal segment -or is metathesized when certain affixes are added to the
stem. Again, this leads to a situation where the stem does not include
the segment undergoing metathesis, and the discontinuous string jomr

Marker extraction

Marker extraction
for the Hungarian noun
gyomor ‘stomach’

Cell Form Stem Marker Markery Table 10:
NOM.SG jomor jomr  -o- -
ACC.SG jomrot jomr  -ot -ot
DAT.SG jomornpk jomr  -o-npk -npk
INSTR.SG jomor:pl jomr  -o-inl -inl
TERM.SG jomorig jomr  -o0-ig -ig
ON.ESS.SG | jomron jomr  -on -on
ON.ALL.SG | jomor:p jomr  -0-D -ID
ON.ABL.SG | jomor:o:l jomr -o-i0l -0l
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Laura Becker

Cell Form Stem Marker  Marker,
NOM.SG.M.INDF | abstdrden absirdn  -e- -
NOM.SG.N abstrdno absirdn -0 -0
NOM.SG.F abstrdna abstirdn -a -a
DAT.SG.M absirdnemu absirdn -emu -emu
DAT.SG.N absirdnemu absirdn -emu -emu
DAT.SG.F absuardni absardn  -i -i

is analyzed as the stem. This in turn leads to the infixal marker -o-
in the NOM.SG cell, for instance. However, Hungarian only uses suf-
fixation for nominal inflection, and the NOM.SG is usually (81% in
this dataset) not overtly marked in Hungarian. Therefore the adjusted
markers, no longer feature material that is infixal, and the NOM.SG is
zero marked for the noun gyomor as well.

Another example of stem-internal alternations is epenthesis, the
addition of phonological material in the stem in some but not all of
the cells in the paradigm. One example of epenthesis is found with
certain types of adjectives in Slovenian, which feature stem-final con-
sonant clusters. This can be seen with the adjective abstirden ‘absurd’
in Table 11. Similarly to the previous examples, Slovenian adectives
only use suffixation to mark inflection. In Table 11, in all but one in-
flected form, the stem ends in the cluster /rdn/, and an overt suffix is
added to the stem. The NOM.SG.M.INDF cell, however, is not marked
by an additional suffix. Instead, the epenthetic vowel /-e-/ is inserted
between the stem-final consonants to break up the consonant cluster.
The adjusted markers, remove all infixal material for Slovenian adjec-
tive markers, which results in the NOM.SG.M.INDF cell being analyzed
as zero marked.

Stem alternations are relevant in yet another way in Tlatepuzco
Chinantec (Otomanguean). This language has a complex inflectional
paradigm, combining various patterns of stem and tone changes. Ta-
ble 12 shows the inflectional paradigm of the verb kgg?? ‘eat’. The
forms of kgg?? have different tones for first vs. second and third per-
son forms in all three tenses. Given that the tones are represented by
superscript numbers following the tone-bearing unit, they are taken
into account by the extraction and detection of zero markers. While
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Cell Form Stem Marker Marker, Table 12: .
Marker extraction
PRS.1SG | kog?'? keg? -2 - for the Tlatepuzco
PRS.1PL | keg?'? keg? -2 - Chinantec verb kgg?? ‘eat’
PRS.2 keg?? kog? -2 -
PRS.3 kog?? keog? -2 -

psT.1sG | mi*keg?'? keg? mi3-'? mis-
psT.1PL | mi*keg?'? keog?  mi3-'2 mi3-

PST.2 mi*-keg??>  keg? mi3-? mis-
PST.3 mi®-kgg??*  keg? mi®? mi3-
FUT.1SG | keg?'® kog? - -
FUT.1pL | keog?'? keg? - -
FUT.2 kog?? keog? -® -
FUT.3 kog?! kog? - -

present and future tense forms do not make use of an additional seg-
mental marker, the tone annotations are extracted as marker material.
Given that otherwise Tlatepuzco Chinantec verbs only use prefixation,
I removed all infixal and suffixal material for the adjusted markers,.
As can be seen in Table 12, the adjusted markers, now capture tonal
changes as changes to the stem, and the present and future tense cells
are now taken to be zero marked. Although this automated way of
accounting for stem alternations is able to deal with almost all of the
relevant cases, there is one type of alternation that this method can-
not capture. If a stem alternation occurs at the edge between stem and
affix, then the extraction methods used for this study are not able to
detect that the boundary between marker and stem should occur in a
different position.

One example is the so-called consonant gradation in Northern
Saami (Uralic). It can be described as an alternation of the final stem
consonants across the cells of the paradigm, leading to their weaken-
ing or strengthening (cf. Bakr6-Nagy 2022). An example of Northern
Saami adjectives is shown in Table 13. We see that the final stem con-
sonant of the adjective aiddolas ‘exact’ alternates between /-$/, /-¢C/
and /-ZZ/. The extraction process used here analyzes this alternation
as part of the marker. By contrast, the adjective bahd ‘angry’ shows the
marker extraction for adjectives with no stem alternations. For such
adjectives, the NOM.SG, ACC.SG, and GEN.SG cells are zero marked.
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Table 13:
Marker
extraction for the
Northern Saami
adjectives
aiddolas ‘exact’
and bahd ‘angry’

Table 14:
Marker
extraction for
the English verbs
think and go

Laura Becker

Cell Form Stem  Markery, | Form Stem Markery,
NOM.SG aiddolas aiddola -$ bahd bahd -
ACC.SG aiddola¢éa aiddola -C¢a baha bahd -
GEN.SG aiddolacéa aiddola -¢ca baha bahd -

ILL.SG aiddolazzii aiddola -zzii bahdi bahd -i
COM.SG aiddolaccain aiddola -¢cain bahain bahd -in
FRML.SG | aiddolazzan aiddola -ZZan bahdn bahd -n
PRP.SG aiddolac¢cas aiddola -Ccas bahas bahd -s

Thus, in cases of alternation at the edge between the stem and the
inflectional affix, this method of marker extraction is unable to detect
zero marking.

In its most extreme form, a stem alternation that includes the edge
segments of stems is suppletion. Suppletion refers to stem alternations
where maximally different phonological forms are used to express the
same lexical component of an inflected word form across different cells
of the paradigm (cf. Mel’¢uk 1994; Corbett 2007). Suppletive forms go
beyond alternations that can be described in terms of phonological or
prosodic relations between forms (at least synchronically). Consider
the English examples given in Table 14, where we see the verbs think
and go, both with suppletive stems. In the case of think, the suppletion
does not affect the entire stem, as the initial segment 6- is found in all
cells of the paradigm. As a consequence, the extracted marker ends up
with all the remaining material (which would usually be analyzed as
being part of a suppletive stem). In the case of go, suppletion is com-
plete in that no segment is shared between all cells of the paradigm.
The complete phonological strings of each form are thus extracted
as markers of their respective cells. As the examples from Northern
Saami and English showed, neither marker extraction method used

Cell Form  Stem Markery, | Form Stem  Marker )
NFIN Ok 0 -igk gow - gow
PRS.35G O1gks 0 -1gks gowz - gowz
PTCP.PRS | Ompkiy 6 -1gkiy gowly - gowiy
PST 0ot 0 -ot went - went
PTCP.PST | 0ot 0 -t gon - gon
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for this study has a principled way of removing alternating stem seg-
ments that are adjacent to affixal material from the marker. Therefore
neither method detects potential zero marking with suppletive forms,
as they will always assign phonological material to the marker. While
it is possible to exclude markers that occur only once per cell (cf. Sec-
tion 3.5), many suppletive forms do not correspond to such hapax
legomenon markers. Especially larger datasets often include complex
lemmas such as overthink or undergo in English, for example. The ex-
tracted markers -gow and -mk from Table 14 occur 11 times in the
verbal paradigms of English. The stem alternation pattern shown for
Northern Saami in Table 13 occurs systematically (26 times) in the
dataset. In such cases, I do not have any principled way of excluding
the markers from the analysis.

To remain agnostic about the effect of stem alternations and to
apply a systematic approach to all languages, I performed the analy-
ses in Sections 4 and 5 for both sets, markers and markers,. Since the
results were very similar with no substantial differences, I only report
the results of markers,, for reasons of brevity. Details about the results
based on the originally extracted markers can be found in the supple-
mentary materials as indicated in the relevant sections. Given that no
substantial differences were found for the distribution of zero markers
in inflection paradigms, I only analyze the distribution of markers, in
the corpus data in Section 6. Whenever markers are mentioned in the
following sections, I refer to markers,, if not stated otherwise.

Hapax legomenon markers

The dataset includes a number of markers that occur only once per cell
for a given language and part-of-speech combination. Some of these
hapax legomenon markers are the result of stem alternations, but most
of them result from the remaining errors in the dataset. In total, I iden-
tified the following number of hapax legomenon markers: 9,223 for
adjectives, 23,539 for nouns, and 54,768 for verbs. In terms of marker
types, hapax legomenon markers make up a large proportion, namely
0.45, 0.46, and 0.42 for adjectives, nouns, and verbs, respectively. In
terms of the total number of occurrences, however, they only amount
to a proportion of 0.003 for adjectives, 0.008 for nouns, and 0.03 for
verbs.
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One example of a hapax legomenon marker as the result of stem
alternation comes from Northern Saami. The adjective ¢dppat ‘pretty’
features gradation similarly to the example shown in Table 13. In this
case, stem-final -pp alternates with -bb across cells of the paradigm.
This type of alternation is only attested once in the dataset, making all
markers extracted from the lemma ¢dppat hapax legomenon markers.

Most hapax legomenon markers, however, result from remaining
material that is not part of the inflected word forms or from errors
in the automatic phonological transcription performed by Epitran. To
give one example, in the Hungarian dataset, the impersonal verb fdi
‘hurt’ features the string “only3rdpersonforms” as the verb form in a
number of cells. This string is of course not a Hungarian verb form,
but an additional linguistic annotation, which causes the extraction of
the longest common substring to find nonsensical strings and hence
hapax legomenon markers.

Visual inspection of the hapax legomenon markers suggests that
most result from the automatic phonological transcription using Epi-
tran. For instance, the German adjective matkabers ‘macabre’ shows
an alternation between stem-final -b and -p in the phonological tran-
scription. All forms except the comparative form have -b, while the
comparative form makapep has -p, which leads to hapax legomenon
markers.

In order to exclude such markers, as they do not provide much
insight into the distribution of zero marking, I removed all hapax
legomenon markers from the dataset. Given that their proportion of
the total number of observations is very low, it is safe to assume
that their removal will not artificially distort the distribution of zero
markers.

Morphomic paradigms

Another potential factor influencing the distribution of zero marking
is the distribution of inflected word forms across the paradigm. Many
paradigms have syncretic cells, where a single form expresses more
than one cell. Taking this into account and considering only the differ-
ent forms that are found in a paradigm may thus lead to different prob-
abilities of zero markers. To examine how much the results change if
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proportions of zero marking are established using distinct forms only,
I collapsed the data into morphomic paradigms (cf. Boyé and Schalchi
2016). Morphomic paradigms consist of all the different forms that a
given word can have without taking into account their meaning. Syn-
cretic forms are counted in only once in morphomic paradigms. Sec-
tion 4 therefore analyzes the distributions of markers in morphomic
paradigms in addition to paradigms that include information on cells.
The analysis of the effect of token frequency in language use on the
distribution of zero marking in Section 6 is also based exclusively on
forms, i.e. morphomic paradigms.

ESTIMATING THE PROBABILITY OF
ZERO MARKERS

Observed distributions

In order to examine the probability of zero markers in adjectival, nom-
inal, and verbal inflection, Table 15 and Figure 2 provide an overview
of the observed distribution of zero marking in inflection. The second
column of Table 15, “N forms zero”, shows the number of inflected
word forms across parts-of-speech that are zero marked. The third col-
umn, “prop forms zero”, indicates the proportion of zero-marked word
forms in the entire dataset. We see that the proportions of zero markers
are very low for adjectives; verbs show a somewhat higher proportion,
and nouns have the highest proportions of zero marking at about 0.1.
Zero marking is clearly not common in inflection of any of the parts-
of-speech. The last two columns of Table 15 show the number of cells
where zero marking is absent and the number where zero marking is
used for all lemmas. Unsurprisingly, we find a high number of cells

pos N forms  prop forms N cells N cells

Zero zero | no zero marking  all zero marking
adj 45,859 0.007 1,439 12
noun | 648,859 0.104 1,227 5
verb | 141,268 0.032 3,771 26
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with no zero marking at all, and only a very small number of cells
that feature zero marking consistently across all lemmas.'® For the
last two columns, we find an increasing number of cells from nouns to
adjectives to verbs. This reflects the number of cells that those three
parts-of-speech distinguish in the dataset, with 727, 961, and 2,753
cells for nouns, adjectives, and verbs, respectively. Figure 2 shows a
histogram of the proportions of zero marking in adjectival, nominal,
and verbal inflection. The overall proportions are indicated by a ver-
tical line. We can see that they vary to a great extent across languages
and parts-of-speech. All three parts-of-speech exhibit a preference for
proportions of 0 or close to 0. This preference is most pronounced for
adjectives and verbs. For nouns, we find a more balanced distribution,
with more proportions above 0.5 for zero marking.

There are five additional factors that are relevant for estimating
the probability of zero markers in inflection: the number of cells in a
paradigm, the number of morphosyntactic values expressed per cell,
the number of lemmas for which paradigms are available, the usual af-
fix position, and the type of phonological representation. The number
of cells in a paradigm can be taken as a measure of paradigm size. It
is an important factor to include, since it is possible that zero markers
are less likely to occur in a larger paradigm that makes more mor-
phosyntactic distinctions. Table 16 gives an overview of the number
of cells per paradigm in the dataset, showing the minimum, maximum,

18 The figure of 26 cells that are expressed by zero markers exclusively is rather
high; this can in part be explained by many cells in the verbal paradigm that only
occur in single languages.
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min  max Q1 median Q3
adjective 256 135 26 51
noun 256 8.5 14  23.5
verb 432 15 30 50.5

median, the first and the third quartile. As the number of cells spans
several magnitudes, I use log-transformed values for the analysis.
Another important factor for estimating the probability of zero
marking is the number of morphosyntactic values expressed per cell. *°
For the purposes of this study, we can take the number of values per
cell to represent the semantic complexity of the inflectional markers.
A summary of the number of values per cell is shown in Table 17.

min  max Q1 median Q3
adjective 1 5 2 3 3
noun 1 4 2 2 2
verb 1 7 175 2 225

Including this factor in the analysis is important, since one could ex-
pect more complex markers (which express more complex meanings)
to be encoded by more material. The average number of lemmas for
which inflectional paradigms are available is not inherently related
to the probability of zero marking, but may influence it. As can be
seen in Table 18, the median number of lemmas differs greatly across

min max Q1 median Q3
adjective 17 98464 131 507 1994
noun 23 235294 248 1240 4591
verb 26 30032 109 374 910

languages. It is therefore an important factor to be controlled for. An-
other factor that is included in the analysis for its potential effect on
the probability of zero marking is the position of the marker regarding
the stem. As described in Section 3.3, I distinguish between five affix

19For the remainder of this study, I will use “values” to refer to “morphosyn-
tactic values”.
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pfx  pfx+sfx  pfx+sfx+ifx sfx  sfx+ifx

adjective 36 259 48 1365 0
noun 8 84 62 1436 2
verb 407 889 164 3093 8

positions found in the dataset. Table 19 shows the number of cells
per part-of-speech expressed by markers in the five positions. For the
analysis, I merged the two positions that include infixes, because the
sfx+ifx category on its own has too few observations to allow for
any meaningful insights. This leaves the following four values of affix
position that are considered in the analysis: pfx, pfx+sfx, sfx, and
has_ifx.

Modelling the probability of zero marking

To estimate the probability of zero marking in inflection, I aggregated
the data by type of cell, language, and part-of-speech. This means that
each datapoint corresponds to a proportion of zero marking (0.81) for
a given type of cell (NOM.SG) in a given language (Hungarian) for a
given part-of-speech (noun). As shown in Table 15, the dataset con-
tains cells with proportions of zero marking that equal 0 or 1. There-
fore I fitted a Bayesian zero-one-inflated beta regression model. Zero-
one-inflated beta regression models consist of two components. The
first component is the regular beta regression model, which deals with
proportion values within the interval (0,1). The second component is a
logistic regression component that estimates the probability of either
of the extremes O or 1 as opposed to the proportion data within (0,1).

The models were fitted using Stan (Carpenter et al. 2017) with
the brms package (Biirkner 2017) in R (R Core Team 2021). I addi-
tionally controlled for the phylogenetic relations between languages
using a phylogenetic regression term, following the method described
in Guzman Naranjo and Becker 2022. This term does not model the
relations between languages in a categorical way but includes the in-
formation of the entire phylogenetic tree and forces the estimates of in-
dividual languages to co-vary according to the tree.2° In other words,

20 The phyologenetic tree is taken from Glottolog (Hammarstrém et al. 2021).
For details, see code-phylogeny.R in the supplementary materials.
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if two languages share many nodes on the tree, the model forces their
coefficients to be very similar. If two languages are not related at all,
the model allows their estimates to vary freely. For instance, if five
closely related languages have very high observed proportions of zero
markers in a given cell, the model does not take those five observations
as independent data points, but assigns much less confidence and/or
lowers the predicted probability of zero marking in that cell.

The final model predicts the probability of zero marking from the
part-of-speech, affix position, number of values per cell, number of
lemmas, and orthographic representation. In addition, I used type of
cell and phylogenetic relations between languages as group-level ef-
fects.?! Figures 3 and 4 show the conditional effects for the different
predictors for the beta and the zero-one-inflation components, respec-
tively.2? The points and solid lines correspond to the mean values of
the posterior distributions; the error bars and error bands show the
95% credible interval. This approach allows a straightforward inter-
pretation: given the data and the model, we can be 95% certain that
the estimated values lie within that interval. Note that the three nu-
merical predictors are all standardized, so that they have a mean of
zero and a standard deviation of 1.

From Figure 3, we see that none of the predictors has a clear
impact on the probability of zero marking within the interval (0,1).
Across all predictors, the mean predictions lie between 0.15 and 0.3.
The results thus show that the probability of zero marking to occur,
excluding systematic absence or presence thereof, does not depend
much on the predictors explored here. This does not necessarily mean
that a better model is needed. It suggests that there is a high degree of
idiosyncratic variation across languages, and that no clear association

21'To select a reasonable combination of predictors, I fitted several mod-
els and compared their performance using approximated leave-one-out cross-
validation as described by Vehtari et al. (2017). Due to the low number of pro-
portions of 1, I modelled conditional-one-inflation with an intercept-only model.
See code-prob.R in the supplementary files for details on the conditional-one-
inflation.

227 only report the results of the model based on markers, which allow for
stem alternations. All conditional effects of the model based on markers with-
out stem alternations can be found in ce-probcheck-mu-<predictor>.pdf and
ce-probcheck-zoi-<predictor>.pdf in the supplementary materials.
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Figure 3: Conditional effects for the beta regression component

can be established with other relevant grammatical properties of the
inflectional systems, at least not the ones tested here.

Figure 4 shows the model results for the zero-one-inflation com-
ponent. It predicts the probability of a cell being exclusively zero
marked or never zero marked, as opposed to probability values be-
tween those two extremes. As was shown in Table 15, no zero mark-
ing per cell is common in the data (6,437 markers out of 7,861), while
exclusively zero marked cells are very rare (43 markers out of 7,861).
This means that zero-one-inflation predictions largely correspond to
the probability of no zero marking for a given cell. We can thus inter-
pret the conditional effects shown in Figure 4 as the probability of the
absence of zero marking. For the predictors part-of-speech, affix po-
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Figure 4: Conditional effects for the zero-one-inflation component

sition, and phonological representation, we find no substantial trends
regarding a preference against zero marking. For part-of-speech, ad-
jectives and verbs appear to have a slightly higher probability than
nouns of avoiding zero marking altogether, but we have little cer-
tainty about this difference. The same can be said about the affix order
pfx +sfx; it has a slightly higher tendency to avoid all zero marking
than the other positions, but no clear picture emerges.

In contrast to the predictions from the beta component, we do
find clear effects of the number of values per cell and the number of
lemmas. The more lemmas are available, the lower the probability
of encountering not a single case of zero marking. This is expected
and shows that the number of lemmas needs to be controlled for. The
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number of values per cell has a positive effect on the probability of
avoiding zero marking altogether. While cells expressing fewer values
show no strong preference for or against zero marking, the model pre-
dicts a strong preference against all zero marking for cells with many
values. This does not restrict where zero marking is likely to occur, but
it predicts the total absence of zero marking for complex cells, with a
high probability of 0.8.

As mentioned in Section 3.6, it is important to consider the dis-
tribution of zero marking in morphomic paradigms as well. I fitted
another Bayesian zero-one-inflated beta regression model using mor-
phomic paradigms with the same predictors as described above. Only
the predictors including information on cells (cell, number of values
per cell) were no longer included. The predictions from the beta re-
gression component are similar to those of the full paradigms, which
is why I do not discuss them here in detail.>® The overall predicted
probability of zero marking is just below 0.2, which is slightly lower
than in full paradigms. This suggests that zero marking is syncretic in
a portion of the dataset. As the credible intervals are very wide in both
models and overlap, we cannot be very certain about this finding. For
the zero-one-inflation component of the model, the conditional effects
of part-of-speech and affix position allow for additional insights. The
model predictions for these two variables are shown in Figure 5. We
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23Gee the file code-morphomic.R for details. The conditional effects
for all predictors of the model using morphomic paradigms are found in
the supplementary materials as ce-probmorph-mu-<predictor>.pdf and
ce-probmorph-zoi-<predictor>.pdf.
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see that the patterns are similar, only the differences between parts-of-
speech are much stronger now. With morphomic paradigms, we can
be certain that verbs and adjectives have a stronger tendency than
nouns to avoid zero marking altogether. The same holds for the af-
fix position. Figure 5 shows that systems with prefixes and suffixes
are more likely to avoid zero marking altogether than systems with
suffixes only.

FUNCTIONS ASSOCIATED WITH ZERO
MARKING

Cells with the highest probability of zero marking

To explore which cells are most likely to be zero marked, I subset-
ted the dataset to include only those cells with a proportion of zero
forms > 0.1 in at least 10% of the languages. Subsetting the data in
such a way was necessary because of the high number of cell types.
The threshold is a heuristic chosen to restrict the following analysis
only to cells with a reasonable cross-linguistic probability of being ex-
pressed by zero markers. This steps retains the 18 types of cells that
show the strongest association with zero marking in the observed dis-
tributions. 24

In order to estimate the probability of zero marking in these cells,
I fitted a Bayesian beta regression model that predicts the probability
of zero marking from the type of cell.?® In addition, I added the num-
ber of values per cell and lemmas as group-level intercepts as well as
phylogenetic controls to account for phylogenetic biases in the data.

24The exact figures, including the number of languages per cell, are found in
cells-merged.csv in the supplementary materials.

251n this case, I used beta regression instead of zero-one-inflated beta re-
gression for a combined prediction from both processes. To do so, I converted
proportions of zero to 0.0000001 and proportions of 1 to 0.9999999. Again,
I compared several models using approximated leave-one-out-cross-validation.
See code-cells.R in the supplementary materials for details.
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Figure 6 shows the observed proportions of zero forms (black tri-
angles) together with the model predictions (dots, error bars, and error
bands).2® Again, the dots represent the mean values of the posterior
distribution of the zero probabilities, and the error bars and bands
show the 95% credible intervals. The observed proportions of zero
forms still differ across cells and parts-of-speech, ranging from 0.1
(2s8G.PRS verb forms and DAT.SG adjectives) to above 0.7 (INDF.SG
nouns). Although adjectives have fewer cells that met the threshold
criteria than nouns and verbs, Figure 6 shows that the cells that do
meet them have comparatively high proportions of zero marking. In
nominal cells, we find a wider range, including the highest overall pro-
portions of zero marking. Verbs show the lowest proportions of zero
marking compared to the other parts-of-speech.

When comparing the results of the model with the observed pro-
portions, the predicted probabilities of zero markers reflect the ob-
served proportions, for the most part. The top plot in Figure 6 shows
a few differences, though. For some cells, the predicted probability is
much lower than their observed proportions, namely for PL.vOC in
adjectives, as well as ACC.SG and INDF.SG in nouns. This points to a
bias in the observed distributions, which is also reflected in the large
credible intervals of the predictions. The PL.vOC cell is featured in
four languages of the dataset, namely in Czech, Georgian, Irish, and
Sanskrit. In this case, the high proportion of zero marking is mainly
an artefact of the data. The pL.vOC cell is exclusively zero marked in
the Czech data. Irish has a low proportion of zero marked PL.vOC cells
(0.22), and Georgian as well as Sanskrit do not feature zero marking
for the pL.vOC cells of adjectives. Thus, in this case, the high overall
proportion largely comes from a single language, which is then ad-
justed to a much lower prediction in the model, together with large
credible intervals to indicate the high level of uncertainty. A simi-
lar explanation applies to the ACC.SG cell in nouns. It is featured in
26 languages in the dataset, including phylogenetically unrelated lan-
guages. However, the higher observed proportion of zero marking is
due to high proportions in a few, mostly related, languages with large

26 A1) conditional effects of the model based on markers without stem alterna-
tions can be found in ce-cells-check-<predictor>. pdf in the supplementary
materials.
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datasets.?” For the INDF.SG cell, the lower predicted probability of
zero marking is also the consequence of a bias in the observed propor-
tions. Here, the bias comes from Norwegian Bokmaél, which makes up
more than 50% of all observations for this cell, and which has a very
high proportion (0.88) of zero marking.

Comparing the predictions across cells and parts-of-speech, we
see that adjectival cells have a very high probability of being zero
marked. This is noteworthy, as adjectives had only very few cells
that met the threshold to begin with. While generally not associated
with zero marking, the adjectival cells that are zero marked appear
to be those with the strongest association with zero marking across
parts-of-speech. Nominal cells are generally predicted to have lower
probabilities of zero marking, except for the NOM.SG and the INDF.SG
cells, which rank second and third for the predicted probability of zero
marking. All verbal cells range between 0.1 and 0.25 for the proba-
bility of zero marking. The cell that stands out for having the highest
probability of zero marking is the 2SG.1mMP cell, which will be further
discussed in Section 7.2.

Values with the highest probability of zero marking

The fact that the languages in the dataset differ with respect to the
combinations of values in single cells makes it somewhat difficult to
assess the association between zero marking and cells that are less
common in the dataset. It is therefore important to consider the associ-
ation of single grammatical values and zero marking as well. Note that,
due to the way in which zero markers were extracted, pulling apart
the values of cells and analyzing their association with zero marking
does not translate directly into the traditional analysis of an abstract
feature value, e.g. singular, as being zero marked. Rather, the singu-
lar value being expressed by a zero marker refers to all cells in the
dataset that encode singular (potentially besides other feature values)
and that are zero marked.

27 This includes German (0.77), Old English (0.50), Finnish (0.37), Russian
(0.35), Ukrainian (0.23), Polish (0.22), and Serbian-Croatian-Bosnian (0.30).
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In order to examine the association of single values with zero
marking, I applied a similar threshold heuristic as in Section 5.1 to se-
lect those values that show the strongest association with zero mark-
ing. I only included values with an overall proportion of zero marking
> 0.02 that are featured in 10% of the languages per part-of-speech.
This led to the selection of 21 values in total.?® To assess how robust
the observed proportions of zero marking are, I fitted a Bayesian beta
regression model, adding a phylogenetic control and the number of
cells and lemmas as group-level effects. ?°

Figure 7 shows the observed proportions (triangles) together with
the model predictions (dots, lines).3® The dots represent the mean val-
ues of the posterior distribution of the zero marker probabilities; error
bars and bands indicate the 95% uncertainty intervals. The distribu-
tions in Figure 7 mostly mirror the tendencies seen in Figure 6 in the
previous section. Almost all values that meet the threshold (and are
thus the values with the highest proportions of zero marking) have also
been part of the cells most likely to be zero marked. Only the nom-
inal value voc, and the verbal values PROG, PL, and NFIN have not
been part of the cells most associated with zero marking. Compared to
cells, values show much lower absolute proportions of zero marking.
This is expected, since single values potentially occur in many differ-
ent contexts, not all of which are necessarily zero marked. As for the
three parts-of-speech, we now see the highest proportions for nominal
values. Adjectival and verbal values show lower proportions of zero
marking.

Turning to the model predictions, we see that in the case of values,
the probability of zero marking is generally estimated by the model
to be higher than the observed proportions. This can be explained by
the fact that the model takes into account information on the affix po-
sition, the number of cells, and the number of lemmas. The effects of

28 The exact figures, including the number of languages per value, are found
in values-merged.csv in the supplementary materials.

291 used the same method as for the model described in Section 5.1. See
code-values.R in the supplementary materials for details.

30 All conditional effects of the model based on markers without stem alterna-
tions can be found in ce-values-check-<predictor>.pdf in the supplemen-
tary materials.
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Figure 7: Conditional effects for the values most associated with zero marking.
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single values thus correspond to their effects once all the other predic-
tors are controlled for. Interestingly, the affix position is also relevant
in this case. The model predicts a higher probability of zero marking
for systems with prefixes as opposed to those with suffixes.

The highest predicted probabilities of zero marking are found for
the indefinite value in adjectival and nominal inflection. This mir-
rors the model results of cells shown in Figure 6. Other values with a
comparatively high probability of zero marking are SG and NOM for
nouns, as well as IMP and SG for verbs. These results also reflect the
tendencies seen with cells in Section 5.1.

THE FREQUENCY OF ZERO MARKERS
IN LANGUAGE USE

To assess the usage frequencies of inflection markers and their phono-
logical length including zero, I analyzed the distribution of zero mark-
ers in the Universal Dependencies treebanks (UD) (Zeman et al. 2023).
To do this, I merged the adjective, noun, and verb forms in UniMorph
identified as zero forms with the Universal Dependencies data. I only
included the languages for which a phonological transcription was
available, so that marker length could be approximated in a more
realistic way. From the original dataset, 20 languages have phono-
logical transcriptions and are represented in UD. When merging Uni-
Morph forms with forms in UD, I did not include cell information,
but merged the forms purely based on their orthographic representa-
tion. The identification of zero markers, however, was based on the
phonological transcriptions and the marker, extraction, as described
in Section 3. The resulting dataset contains 9,975 types of markers,
which are made up of 51 types of zero markers (across different lan-
guage and part-of-speech combinations) and 9,924 distinct types of
overt markers. In terms of token frequencies, zero markers make up
23% of all the marker occurrences (7,382,497 tokens in total). For the
purposes of this study, the distribution of zero and overt markers in UD
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is measured by their log-transformed token frequencies.®' The length
of the markers corresponds to the number of phonological segments
identified with the UniMorph dataset. Figure 8 shows the relation be-
tween log token frequencies and marker length for adjectives, nouns
and verbs. Overt markers are shown as dots, and zero markers are
indicated by triangles. As expected, Figure 8 shows a consistent ten-
dency across the three parts-of-speech for more frequent markers to

31 Frequency is but one of several possible measures of the distribution of lin-
guistic expressions. Common alternatives are contextual probability and infor-
mativity (average contextual probability). Some studies suggest that these mea-
sures are more strongly associated with the length of an expression (e.g. Barth
2019; Cohen Priva 2015; Jurafsky et al. 2001; Levshina 2018; Piantadosi et al.
2011). However, which measure is “best” seems to depend on the corpus size
and the phenomenon at hand. Given that there is no good suggestion from the
literature as to which measure is most strongly associated with expression length
in inflectional morphology, the present study uses frequency as a first, straight-
forward approach. Future research will be necessary to assess efficiency effects
using other distribution measures.
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be shorter. For less frequent markers, however, there does not seem
to be a strong tendency to be longer; we also find many infrequent
markers that are short. Figure 8 does not show any clear tendencies
for zero markers either. For adjectives and nouns, they appear to have
comparatively high frequencies, whereas no such trend is apparent for
verbs.

To test the association shown in Figure 8, I fitted a Bayesian hur-
dle Poisson model, predicting the marker length from their frequen-
cies. Similarly to the zero-one-inflated beta models, a hurdle Poisson
model consists of two components. The Poisson component predicts
count data, and the hurdle consists of a logistic regression component
that predicts the probability of markers of length zero. This allows us
to compare the effect of frequency on marker length between zero and
overt markers.

In order to determine which predictors other than token fre-
quency should be included, I fitted a series of 9 models that included
different combinations of token frequency with part-of-speech, affix
position, and number of cells. The performance of these models was
then compared to select the final model. I used approximated leave-
one-out cross-validation for the comparison, following the method de-
scribed by Vehtari et al. (201 7).32 The final model includes token fre-
quency and affix position as well as their interaction and the phyloge-
netic control.

Figure 9 shows the conditional effects for the Poisson component,
i.e. the part of the model that predicts the length of overt markers. We
find a clear negative effect of marker frequency, confirming previous
results from the literature. On average, low frequency markers are
predicted to be about 0.15 phonological segments longer than high
frequency markers. The position of the affix also proves relevant for
marker length. Despite the effect being smaller, the model predicts a
substantial difference in marker length between systems only using
suffixes and all other systems. This becomes more evident when con-
sidering the interaction between token frequency and affix position.
The effect of frequency is greater for systems using only suffixes than
for all other systems, reaching an average difference of 0.25 phono-
logical segments between low-frequency and high-frequency markers.

32gee code-ud.R in the supplementary materials for details.
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We can thus conclude that suffixes are more sensitive to the effect of
marker frequency than the other types of affixes. We see the condi-
tional effects for the hurdle component in Figure 10. They represent
the effect that the predictors have on the probability of a zero marker
occurring.

In stark contrast with the effects predicted for the phonological
length of markers, neither token frequency nor affix position affect the
probability of a zero marker. The small credible intervals show that
this is not an issue of uncertainty or too few observations. We can be
confident in the model results that, given the data, the probability of
zero marking occurring is not associated with the token frequency of
that marker or the affix position that the system uses. This means that
there is indeed a clear difference between the effect of frequency on
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Figure 10: Conditional effects for the hurdle component
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marker length in general and the occurrence of zero marking. Zero
marking does not simply follow the general trend of marker length
being associated with marker frequency.

DISCUSSION

The probability of zero marking

The results of this study allow for a number of important insights into
cross-linguistic trends of zero marking in inflection. The model results
predicting the probability of zero marking in inflectional paradigms
(Section 4) showed three important points. First, zero marking gen-
erally affects adjectives, nouns, and verbs fairly equally, and the oc-
currence of zero marking is not sensitive to the affix position(s) used
for inflection. The only notable difference across parts-of-speech and
affix positions was found with the total absence of zero marking (zero-
one-inflation component). Adjectives and verbs were more likely than
nouns to avoid zero marking altogether. The same was seen for sys-
tems with prefixes and suffixes as opposed to systems with suffixes
only. This effect was shown to be more pronounced when analyzing
morphomic paradigms (cf. Figure 5), which are based on forms alone
and where syncretic forms are counted only once per paradigm. As
the overall probability of zero marking is rather low (0.1-0.3), zero
marking is not a default strategy for inflection. This finding provides
quantitative support for the proposal by Stolz and Levkovych (2019,
373), who argue that zero marking in inflection should be treated as
a “morphological mismatch on a par with established categories such
as suppletion and syncretism”. Zero marking is not a common strategy
to encode inflection.

Second, we saw an effect of part-of-speech and affix position when
analyzing zero marking in morphomic paradigms. Based on forms
only, with no information about cells, zero marking was more likely
to be absent altogether in adjectives and verbs as opposed to nouns.
The same applied to systems with prefixes and suffixes as opposed to
suffixes only. This does not mean that nouns and systems with suffixes
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have a stronger preference for zero marking. It rather suggests that the
complete absence of zero marking is less likely in those cases.

Third, an increasing number of values per cell was shown to
be a strong predictor for a high probability of zero marking being
avoided altogether. The predictor number of values per cell can be
taken to quantify how semantically complex a marker is. The fact
that more complex cells strictly avoid zero marking is reminiscent of
what has been discussed as isomorphism or iconicity in the literature
(cf. Haspelmath 2008b; Lehmann 1974; Downing and Stiebels 2012;
Givéon 1991). While approaches differ in their details, the general idea
is that the complexity or amount of linguistic structure reflects the
complexity or amount of functional structure (meaning). It remains
an open question, however, whether the number of morphosyntac-
tic values per cell reflects functional complexity in the first place, and
what the functional motivation for any such effect might be. It is likely
that usage distributions and frequencies are a confounding factor, in
that cells expressing more values may also be cells that are used less
frequently. Their preference for longer markers could thus be a con-
sequence of frequency rather than some iconicity principle.

Cells and values associated with zero marking

Sections 5.1 and 5.2 focused on a selection of cells and morphosyn-
tactic values and their association with zero marking. The results
showed that even though zero marking exhibits a high degree of vari-
ation across lemmas and languages, it is not distributed randomly
across inflectional paradigms. Some cells and values are compara-
tively likely to be zero marked across languages. For adjectives and
nouns, INDF, NOM, and SG (and cell combinations thereof) were the
values with the highest predicted probability of zero marking. For
verbs, the probabilities of zero marking tended to be lower. The val-
ues of IMP, SG, 3, and PRS (and cell combinations thereof) stood out
as those with the highest probability of zero marking. The NOM.SG
cell for adjectives was the only cell for which the probability of
zero marking was predicted to be above 0.5. In other words, this
is the only cell for which we can expect zero marking to be more
likely than overt marking. In all other cases, predicted probabilities
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were well below 0.5. This means that the vast majority of inflec-
tional marking is in fact overt, and zero marking is more of an ex-
ception.

The values of NOM and SG, as well as their combination, have
long been associated with zero marking in the typological literature
(e.g. Croft 2003; Greenberg 1963, 1966; Haspelmath and Karjus 2017;
Haspelmath 2021; Jakobson 1983[1939]; Koch 1995). Interestingly,
there is less discussion in the literature about zero marking of the
INDF value, which showed the strongest trend towards zero marking in
this study. Two verbal values that have been related to zero marking
in the literature are third person (Bickel et al. 2015; Cysouw 2003;
Siewierska 2010) and present tense (Bybee and Dahl 1989, 55; Bybee
1994, 248). The results of this study confirm the association. Although
neither values show a cross-linguistic preference towards being zero
marked, they are part of the values with the highest probabilities of
zero marking.

Imperatives, especially 2sG forms, have also been mentioned in
the literature as being prone to zero marking (e.g. Aikhenvald 2010;
Croft 2003; Greenberg 1966; Haspelmath 2021; Koch 1995; Siewier-
ska 2010). The results of the present study thus fit well with the ex-
pectations from the literature. Instead of phonetic reduction, previ-
ous studies have argued for a functionally motivated non-development
scenario for zero marking in (2sG) imperatives. The idea is that the
second person is highly recoverable in imperative contexts, e.g. as
opposed to contexts of indicative verb forms. Thus, on the level of
syntax, many languages allow or require the use of imperatives with
no overt second person subject pronoun. This in turn means that the
source construction of a verbal person marker is often not available
for imperative forms (Aikhenvald 2010, 147; Nikolaeva 2007, 163;
Sadock and Zwicky 1985, 173). The cross-linguistically common ab-
sence of a suitable source construction for person markers in imper-
ative contexts may thus ultimately account for the high probability
of zero marking, especially for person-number agreement values. In
addition, the use of bare verb forms for imperatives has been moti-
vated by iconicity (Aikhenvald 2010, 46). According to her, using the
shortest verb form makes imperatives very direct and abrupt. This can
convey urgency and reflect that imperatives usually call for an imme-
diate reaction.
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Frequency effects and affix position

Section 6 examined the association between the token frequency
of inflection markers and their length, including zero marking. For
overt inflectional markers, the present study provided further evi-
dence of Zipfian effects. Markers with a higher log frequency were pre-
dicted to have shorter forms (i.e. number of phonological segments).
This corroborates previous findings about form-frequency effects for
inflectional markers (cf. Haspelmath and Karjus 2017; Stave et al.
2021).

An aspect that has not so far been addressed in quantitative cor-
pus studies is the effect that the position of the inflection marker has.
The results from this study showed a clear difference between inflec-
tional systems using only suffixes and those that use different com-
binations of prefixes, suffixes, and infixes. If inflectional markers are
strictly suffixes, their length is predicted to be shorter than if the sys-
tem uses a combination of affix positions. The effect of token frequency
on marker length was also shown to be stronger for suffixes than for
other combinations of marker positions. This means that suffixes are
more susceptible to frequency effects on marker length than other affix
positions are.

A potential explanation for this difference across affix positions is
phonetic reduction over time. We know from the literature that pho-
netic material at the end of words is reduced at higher rates than ma-
terial at the beginning of words (Bybee et al. 1990, 19; Hall 1988).
There is also evidence for word-initial (or domain-initial) syllables to
be more prominent than other syllables (e.g. Beckman 1998; Smith
2005; Cho et al. 2007; Kim 2004; Keating et al. 2004). Especially word-
initial consonants tend to be strengthened and lengthened (e.g. White
et al. 2020; Cho and Keating 2009; Fougeron 2001; Cho and Keat-
ing 2001). This is relevant, since Bybee et al. (1990, 26) find that
inflectional prefixes are cross-linguistically significantly more likely
to have initial consonants than inflectional suffixes. Taken together,
it is plausible that these properties contribute to suffixes being more
likely candidates for phonetic reduction over time than affixes in other
positions.
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Support for the non-development scenario
of zero markers

The other major finding from Section 6 is that the association between
token frequency and marker length did not hold for zero markers.
Their distributions in the Universal Dependencies treebanks showed
that neither token frequency nor affix position were associated with
the occurrence of a zero marker. This is evidence against the tradi-
tional (implicit) assumption in typology that zero markers behave like
short markers in terms of their distribution in language use (e.g. Bybee
2011; Croft 2003; Greenberg 1966; Haspelmath 2021). At the same
time, the results from this study confirm previous studies, arguing
that coding efficiency and frequency may not be suitable or a suffi-
cient explanation for zero marking in inflectional morphology (Stolz
and Levkovych 2019; Guzmén Naranjo and Becker 2021; Bickel et al
2015; Cysouw 2003; Siewierska 2010; SerZant and Moroz 2022).

The difference between overt and zero markers in terms of their
association with token frequencies also provides evidence for the non-
development scenario leading to zero markers. The other potential
mechanism leading to zero marking is phonetic reduction. Phonetic
reduction is commonly invoked as the mechanism responsible for the
shortening of forms and the development of zero forms (Bybee 2003,
2007, 2015; Givon 2018; Haspelmath 2008a; Lehmann 2015). Bybee
(2003, 2015) in particular has argued for phonetic reduction being a
consequence of the repetition and automatization in production in the
course of grammaticalization.

The main alternative to phonetic reduction is the differential non-
development of a marker (cf. Bybee 1994; Cristofaro 2019, 2021;
Haspelmath 2008a). For instance, we can imagine a scenario in which
number is not marked on nouns at a given point in time. For indepen-
dent reasons, plural marking could be developed. At the same time
that the plural marker develops into an inflectional exponent, its ab-
sence becomes more systematically associated with the singular. Then,
at some point, the singular is expressed by a zero form. In such a sce-
nario, the zero marker results from the opposition to another new ex-
ponent in a different cell of the paradigm.

We can assume that phonetic reduction is at least in part responsi-
ble for the patterns found with overt markers, since we found a strong
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association between token frequency and marker length. Given that
such an effect was not found for zero markers, the role of phonetic re-
duction as the main factor driving their development is questionable.
As was mentioned above, the other main mechanism that can lead to
the development of zero marking is the differential non-development
of an inflection marker. For such a scenario, usage token frequencies
may still play a role, but much more indirectly. In a non-development
scenario, the zero marker is merely a consequence of the develop-
ment of a different marker. The development process thus depends on
a number of factors that are not directly related to the zero marker it-
self. The results from Section 6 cannot offer direct evidence in favor of
the non-development scenario, but they are more compatible with this
scenario than with the phonetic reduction scenario. There is certainly
no single answer as to which mechanism leads to zero marking; it is
likely that both these mechanisms and others are involved, although
probably to differing degrees. Diachronic corpus work is needed to
shed more light on the development of zero marking and its cross-
linguistic tendencies.

CONCLUSION

This study offers the first token-based overview of zero marking in
adjectival, nominal, and verbal inflectional morphology across lan-
guages. Using the UniMorph dataset, it takes into account the behav-
ior of single lemmas to capture variation across inflection classes and
irregular forms. Regarding the probability of zero marking in inflec-
tion, the results showed that zero marking is generally not a preferred
marking strategy, as it is predicted to occur in only 10-30% of in-
flected forms. No single cells or values showed a strong association
with zero marking. Nevertheless, the values with the highest proba-
bility of zero marking (NOM, SG, INDF, 3, PRS, IMP) confirmed earlier
observations from the typological literature. The findings further evi-
denced a high degree of idiosyncratic variation across languages and
lemmas in the distribution of zero markers.

In addition, the study analyzed the token frequencies of zero
markers together with those of overt markers in several corpora from
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the Universal Dependencies treebanks. For overt markers, the results
showed that the token frequency has a stronger effect on the phono-
logical length of suffixes compared to other affixes. This fits into a
broader picture of phonetic differences between suffixes and other po-
sitions. For the probability of zero markers, however, no association
with their frequency was found. This is new evidence for a fundamen-
tal difference between the distribution of overt and zero markers. Zero
markers do not simply follow the distributional patterns of short mark-
ers. This difference supports a differential non-development scenario
of zero marking, rather than a phonetic reduction scenario.

ABBREVIATIONS

1 - first person, 2 — second person, 3 — third person, ABL — ablative,
ACC - accusative, ALL — allative, AOR — aorist, COM - comitative,
COND - conditional, DAT — dative, DEF — definite, EQTV — equative,
ESS — essive, F — feminine, FRML — formal case, FUT — future, GEN
- genitive, ILL — illative, IMP - imperative, IMPF — imperfect, INESS
— inessive, IND - indicative, INDF — indefinite, INSTR — instrumental,
IPFV — imperfective, M — masculine, N — neuter, NFIN — non-finite,
NOM - nominative, ON - surface, PFV — perfective, PL — plural, PROG
— progressive, PRP — purposive, PRS — present, PST — past, PTCP — par-
ticiple, SG — singular, SBJV — subjunctive, TERM - terminative, VOC —
vocative
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An analogical approach to the typology
of inflectional complexity

Matias Guzmdn Naranjo
University of Freiburg

ABSTRACT

This paper studies the inflectional complexity of nouns, verbs and ad-
jectives in 137 datasets, across 71 languages. I follow Ackerman and
Malouf (2013) in distinguishing between E(numerative) complexity
and I(ntegrative) complexity. The first one encompasses aspects of in-
flection, like the number of principal parts, paradigm size, and num-
ber of exponents, while the second one captures the implicative re-
lations between paradigm cells (how difficult it is to predict one cell
of a paradigm knowing a different cell). I provide a formalism and
computational implementation to estimate both I- and E-complexity
expressed through Word and Paradigm morphology (Blevins 2006,
2016), which is flexible and powerful enough for typological re-
search. The results show that, as suggested by Ackerman and Malouf
(2013), I-complexity is relatively low across the languages in the sam-
ple, with only two clear exceptions (Navajo and Yaitepec-Chatino).
The results also show that E-complexity can vary considerably cross-
linguistically. Finally, I show there is a clear correlation between I- and
E-complexity.
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Matias Guzmdn Naranjo

INTRODUCTION

The study of morphological complexity has a long history in linguistics
and typology (see for example Greenberg 1960, for an early approach),
and has seen a renewed interest in recent years (Ackerman and Mal-
ouf 2013; Cotterell et al. 2019; Bentz et al. 2022). However, there is
very little unity or agreement regarding how we should measure in-
flectional complexity, and whether the proposed metrics are cross-
linguistically comparable (Igartua and Santazilia 2018; Gutierrez-
Vasques and Mijangos 2019; Bentz et al. 2022, 2016; Arkadiev and
Gardani 2020, among many others). Igartua and Santazilia (2018,
p. 439) for example, define morphological complexity as “the extent
to which formal differences in inflectional paradigms are semantically
or phonologically unmotivated” (i.e. the amount of allomorphy in a
morphological system). In contrast, Sinnemé&ki and Di Garbo (2018,
p. 8), following Bickel and Nichols (2007) and Bickel and Nichols
(2013), define the inflectional complexity of a verb as: “the number of
morphological categories expressed per word in a maximally inflected
verb form.”

One key development in the study of inflectional complexity came
from Ackerman and Malouf (2013), who propose a distinction be-
tween two fundamentally different types of inflectional complexity:
Enumerative (E) complexity and Integrative (I) complexity. The first is
the complexity in morphosyntactic distinctions and the way languages
encode them (be it exponents, morphs, morphemes, etc.), while the
second one is the difficulty a paradigm poses to speakers in terms of
implicative relations. Ackerman and Malouf (2013, 429) provide the
following definitions:

The I-complexity of an inflectional system reflects the dif-
ficulty that a paradigmatic system poses for language users
(rather than lexicographers) in information-theoretic terms.
(Ackerman and Malouf 2013, p. 429)

I-complexity measures how predictable the realisation of a lexeme
is, given knowledge about one (or more) cells of its paradigm. This
type of complexity measures implicational relations in a paradigm,
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and it is not directly dependent on paradigm shape (what the ac-
tual realisations are, or how many cells a paradigm has). In contrast,
E-complexity is defined as:

E-complexity [is given by] the number of exponents, inflec-
tional classes, and principal parts (Ackerman and Malouf
2013, p. 429)

E-complexity has received considerable attention in the literature
(Stump and Finkel 2013; Bentz et al. 2022; Finkel and Stump 2007;
Baerman et al. 2015; Dressler 2011), from several different perspec-
tives, including inflection class systems, paradigm size, principal parts
and number of morphs or morphemes. Some of this work, however,
faces some practical and theoretical challenges (see Section 2).

At the same time, while there are multiple computational propos-
als for capturing I-complexity (Bonami and Beniamine 2016; Cotterell
et al. 2019; Guzman Naranjo 2020; Ackerman and Malouf 2013; Marzi
et al. 2019), most studies have looked at a relatively small samples
(< 100 datasets) and the emphasis has not been on cross-linguistic
comparison (although see Cotterell et al. 2019). This means that we
still do not have a good picture of how I-complexity varies across lan-
guages and systems. For example, one still open question is how verb,
noun and adjective paradigms compare cross-linguistically for the sake
of consistency in terms of I-complexity.

The objectives of this paper are twofold: First and foremost, it
presents a medium-scale typological study of morphological com-
plexity from a Word and Paradigm perspective (Blevins 2006, 2016;
Matthews 1972). And second, it presents a new technique for mea-
suring morphological complexity and provides an efficient computa-
tional implementation of it. I argue that it is both feasible and de-
sirable to work from a W&P perspective when doing cross-linguistic
comparisons of inflectional systems. I also show that some fundamen-
tal problems in morphological typology can be completely bypassed
when approached from a W&P perspective.

The paper is structured as follows: Section 2 gives a brief overview
of the main ideas and approaches to morphological complexity, as well
as word and paradigm morphology. Section 3 describes the datasets
and the methods used in the paper. Section 4 presents the results, and
Section 5 concludes.
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BACKGROUND

This section presents a very brief overview of the main ideas of
and trends in the morphological complexity literature from two dif-
ferent perspectives. It also discusses some key differences between
morpheme-based and W&P approaches to morphology and argues that
beyond theoretical considerations, there are practical reasons why the
latter is preferable for doing cross-linguistic studies of the complexity
of morphological inflection.

Due to the vast amount of research on the topic of morphological
complexity (see for example Baerman et al. 2015, 2017; Miestamo et al.
2008; Bentz et al. 2022, for some overviews and recent takes), a full
account of these topics is not feasible within the scope of this article,
and I will concentrate on some of the more important works on the
topic. Similarly, covering the whole debate between different types of
morphological theories is not feasible, and I will only discuss some of
the more concrete and practical issues.

Integrative-complexity

The initial work on I-complexity was approached using information
theory, and it focused on measuring the conditional entropy between
the cells of the paradigm of a lexeme, often using hand-extracted ex-
ponents for each cell (Ackerman and Malouf 2013; Bonami and Be-
niamine 2016; Blevins 2013; Palancar 2021; Parker and Sims 2020,
among many others). More recent papers estimate the conditional en-
tropy of a system using LSTMs! (Cotterell et al. 2019; Court et al. 2022)
instead of directly calculating it based on extracted exponents.

I will illustrate I-complexity with two simple toy examples in Ta-
bles 1 and 2.2 Both examples have three inflection classes with two

LLSTMs are a type of neural network that performs sequence to sequence
predictions. In this context, they are trained to predict fully inflected forms from
other fully inflected forms (plus lexeme information). The entropy of the system
is calculated on the network itself.

2The elements in each cell are meant to be the suffix (markers) which express
the cell content. These are just examples, and the actual cell realisations could
be achieved by suffixes, infixes, tones, etc.
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and three cells, but the exponent structure is completely different. The
system of Table 1, Language 1, only has two markers, -i and -0, while
the system in Table 2, Language 2, contains 9 different markers: -i, -e,
-a, -u, -0, -@, -ik, -ek, -ce. Language 2 has a higher E-complexity both
in terms of the number of exponents and paradigm size, however, the
situation is reversed for I-complexity.

Celll Cell2 Table 1:
class A i 4 I-complexity Language 1
class B -0 -i
class C -0 -0

Cell1 Cell2 Cell3 Table 2:
class A i e -a I-complexity Language 2
class B -u -0 -0
class C -ik -ek -®

Following Ackerman and Malouf (2013), we can measure the I-
complexity of each system using conditional entropy. The entropy of
a cell X, H(X), in a paradigm can be calculated as:

1)  HEX)= —Zp(xi)logz(p(xi))

Where p(x;) can be calculated from the frequency of the expo-
nents for a cell across inflection classes, and where, i ranges over con-
trastive exponents found in a cell. However, for illustration purposes,
this example assumes that all inflection classes have the same num-
ber of lexemes, meaning we can let i range over inflection classes.
For Language 1, the frequency of -i for Cell 1 is 1, and the frequency
for -0 is 2, meaning p(-i) = 1/3 and p(-0) = 2/3, which gives us
H(Cell 1) = 1/3log,(1/3) + 2/310g,(2/3) = 0.92. This is a measure
of how much information is required to capture Cell 1 for Language 1.

The conditional entropy of a cell X given knowledge of cell Y,
H(X|Y), can be calculated as:

(20 HX|Y)=HX,Y)—H(X)
3) = > > p0xi, ¥)1og(p(x;ly;))
i
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For Language 1, the conditional entropy H(Cell 1|Cell 2 = -i) =
1, and H(Cell 1|Cell 2 = -0) = 0. Then, the average conditional en-
tropy H(Cell 1|Cell 2) = 2/3 (since -i appears in two inflection classes,
while -0 appears in 1). Knowing that for a lexeme Cell 2 has the re-
alisation -o provides complete information about what its realisation
in Cell 1 must be, namely -o. In contrast, knowing that the exponent
for Cell 2 is -i does not provide information about the realisation of
Cell 1 because a lexeme with -i for Cell 2, can either -i or -0 in Cell 1.
Because Language 1 has a symmetric structure, H(Cell 2|Cell 1) is also
2/3, meaning that the average pairwise® conditional entropy is 2/3.
The results for Language 2 are very different. In this case, every cell
provides complete information about every other cell in the paradigm
of a lexeme, which means that for all pairwise conditional entropy cal-
culations the results are 0, and the average conditional entropy of Lan-
guage 2 is 0. This very simplified example illustrates the fact that the
average E-complexity of a language (measured in terms of paradigm
size or the number of markers) is not necessarily correlated with its
I-complexity.

While using conditional entropy is still a relatively popular
method to estimate I-complexity, an alternative approach is based
on the accuracy of classification, instead of conditional entropy
(Guzméan Naranjo 2020; Bonami and Pellegrini 2022). Instead of mea-
suring the amount of information a cell provides about another cell,
one can train a classifier* on the content of one cell of a lexeme to
predict the realisation of another cell for that lexeme.

As an example of classification, if we are dealing with nominal
inflection, we can train a classifier to predict the accusative singular
from the nominative singular. The accuracy obtained by that classifier
(under cross-validation) is then a measure of the I-complexity of the
paradigm. If a classifier has a perfect accuracy of 1 predicting the

3 See Bonami and Beniamine (2016) for a method to calculate the conditional
entropy taking multiple cells into account.

4Here classifier is understood as any system which takes some word form
as an input and assigns it to a class. The method used could be a rule-based
system, logistic regression, neural network, etc. For the purposes of modelling
inflection, we usually train classifiers on the phonology and semantics of the
forms in question, and predict the inflection class from this information.
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inflection class of all lexemes in a language, then we can say that there
is effectively no I-complexity to that inflection class. The important
point is that, just as with conditional entropy, the I-complexity of a
system is mostly independent of the number of inflection classes or
exponents in an inflectional system. If there is enough information for
the classifier to have perfect accuracy, then the I-complexity of the
system will be 0.

Using the previous example, the accuracy for Language 2 will be 1
for all cell pairs, because every cell provides complete information
about every other cell in the paradigm of a lexeme, which means that
the complexity of Language 2 is also 0. For Language 1, the accuracy
of predicting (i.e the number of correct predictions over total number
of items) Cell 1 from Cell 2 (and the other way around) is 2/3 (because
on average we will be able to correctly predict the realisation 2 out
of 3 times). This means that the average complexity of Language 1
is ~ 0.67.

One advantage of using a predictive technique instead of estimat-
ing conditional entropy using LSTMs is that we can easily make use of
classifiers that work well even on very small datasets. LSTMs, due to
the way they are trained, can struggle with small datasets. Cotterell
etal (2019, 336), for example, restrict their study to languages with at
least 700 lexemes, because the specific model requires relatively large
datasets to achieve acceptable accuracies. As we will see in the results
section, these much simpler models perform well on much smaller
datasets.

Enumerative complexity

The initial definition of E-complexity covered the number of principal
parts, exponents, and inflection classes. In this section, I will discuss
some of the studies that have looked at these, and a few other aspects
of E-complexity.

Principal parts
Principal parts are defined as the cells in the paradigm of a lexeme
which a speaker needs to know in order to be able to deduce all other

cells (Finkel and Stump 2007). For example, it is often proposed that
the Latin verb system has 4 principal parts, which a speaker would
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need to know in order to be able to produce all other inflected forms
of the verb, these are the first person singular present indicative ac-
tive, active present infinitive, first person singular perfect indicative
active, and the passive perfect participle (or future participle) (Bennett
1918). While this is, in principle, a relatively straightforward way of
quantifying the complexity of an inflectional system determining the
number of principal parts is not straightforward, and will vary depend-
ing on the approach one takes to how principal parts should behave
within and across paradigms (Finkel and Stump 2007). In this paper,
I will not directly consider counting principal parts, but I will come
back to the question during the discussion of the results.

Inflection classes

Measuring inflectional complexity in terms of the number of inflec-
tion classes is, in theory, straightforward: one simply counts how
many inflection classes there are in a system. Although the idea of
inflection classes might seem intuitive, the task of counting inflection
classes is particularly difficult. Some early work on complexity ap-
proached the problem from this perspective (Carstairs 1983; Carstairs-
McCarthy 1994), but is has loss favour during the past decade (Sims
and Parker 2016). One of the reasons is the move towards questions
of I-complexity, but another is that counting inflection classes is any-
thing but simple. For example, Parker and Sims (2020) show how
non-trivial it is to count inflection classes for Russian, a very well
studied language. A similar conclusion is reached by Beniamine and
Guzman Naranjo (2021), who show that if taken at a surface level, it
is difficult to determine the number of inflection classes a language
can have (cf. Beniamine Forthcoming).

There are several reasons why counting inflection classes is par-
ticularly difficult, but it mainly boils down to the fact that identifying
whether two lexemes belong to the same inflection class or not is not
easy to operationalize. As a simple example, consider irregular verbs,
or partially irregular verbs, or defective verbs. Whatever decision one
makes regarding the inflection class they belong to or not, will affect
the number of inflection classes.®

5See Section 2.3 for some further discussions on the challenges of cross-
linguistic morphological analysis.
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Inflection markers, morphs and morphemes,
and paradigm size

The first approach to examining the complexity in the exponents of
an inflectional system comes from Greenberg’s work on inflectional
complexity (Greenberg 1960). Greenberg proposes a method based on
indices of synthesis, agglutination, compounding, derivation, gross-
inflection index, prefixation, suffixation, isolation, pure inflection in-
dex, and concord. These indices are calculated as the ratio of two for-
mal elements, given their frequencies in a text.® For example, the gross
inflection index is the ratio of words to inflectional morphemes in a
language corpus (Greenberg 1960, 186). A language in which this ra-
tio is 1 will have one inflectional morpheme per word and thus a very
low inflectional complexity, while languages with high inflectional
complexity will have ratios much lower than 1. Typological work on
different aspects of E-complexity is abundant, I will focus on a few
recent examples.

While ideas similar to the inflectional index have remained
present in more recent work on inflectional complexity (see be-
low), several recent studies have focused on the number of mor-
phosyntactic distinctions marked through inflection (Lupyan and
Dale 2010; Bentz and Winter 2013; Cotterell et al. 2019). These
studies tend to use typological datasets like the World Atlas of Lan-
guage Structures (Dryer and Haspelmath 2013) or similar databases.
A well-known example is Lupyan and Dale (2010), who use hand-
annotated features in WALS like degree of syncretism, the number
of morphosyntactic categories expressed by the verb, presence of
noun/verb agreement, presence of inflectional evidentiality, pres-
ence of inflectional negation, among others, as measures of mor-
phological complexity. The idea is that if a language makes more
morphosyntactic distinctions in a paradigm, then it is more com-
plex than a language that makes fewer morphosyntactic distinc-
tions in the same paradigm. A similar approach is also taken by
Bentz and Winter (2013) in a more recent study. Effectively, these

6Greenberg uses rather short texts of 100 words, which, as he admits, leads
to only very preliminary results.
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studies use paradigm size as a measure of morphological com-
plexity.”

A different set of metrics based on corpora (Gutierrez-Vasques and
Mijangos 2018; Oh and Pellegrino 2022) try to estimate exponent com-
plexity indirectly. Perhaps the simplest is the type-token ratio (TTR)
(Juola 1998, 2008; Kettunen 2014). The idea behind the TTR is that
if there is a 1-to-1 relation between word types and word tokens,®
then this means that there is a very high degree of inflection in the
language, and thus the language has very high morphological com-
plexity. A TTR closer to 0 indicates lower morphological complexity.
In practice, TTR values range between 0.05 and 0.2 or 0.6 (Kettunen
2014).°

Other corpus metrics

Another proposed method for measuring morphological complexity
is to calculate the perplexity'© of sublexical units (Gutierrez-Vasques
and Mijangos 2018). In a segmented word, one can calculate the con-
ditional entropy or perplexity of the units within a single word. Low
conditional entropy means higher predictability, and thus lower mor-
phological complexity. This method relies on morphological segmen-
tations. Gutierrez-Vasques and Mijangos (2018) rely on automatic seg-
mentation produced by Morfessor (Smit et al. 2014). Other corpus-
based metrics include word entropy!! (Bentz and Alikaniotis 2016),
which measures the amount of information carried by a word based

7 Arguably, some of the features considered in these approaches, like degree
of syncretism, is not directly about paradigm size, but rather paradigm structure.
However, most other metrics are proxies for paradigm size.

8 Notice this never happens due to Zipfian effects.

9 The difference lies in whether one normalises the corpus size or not. Because
corpus size can have a sizeable impact on TTR, some authors have suggested
taking the moving average of the TTR across a fixed sub-corpus length (Covington
and McFall 2008, 2010). Doing this ensures that when comparing the complexity
in two different sized corpora, the TTR is measured on sub-corpora of roughly
the same size.

10 perplexity can be related to entropy as: P = 27, where H is the entropy.

11 These entropy metrics measure the distribution of words in a corpus and are
not to be confused with other entropy measures like those of Ackerman and Mal-
ouf (2013), which measure the distribution of inflectional patterns in a lexicon.
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on its probability distribution in a corpus; the relative entropy of word
structure (Koplenig et al. 2017), which is based on a compression algo-
rithm; and word alignment measure (Bentz et al. 2016), which assumes
that for languages with morphologically complex words, those will be
translated into several independent words in morphologically simpler
languages. 2

Although corpus-based metrics have the advantage of not requir-
ing human decisions, they also have a clear downside: they cannot
distinguish inflection from derivation and other morphological pro-
cesses. All current methods based on corpora conflate morphologi-
cal complexity arising from derivation and morphological complex-
ity which arises from inflection. Moreover, in most implementations,
these methods do not separate the complexity of different subsystems
within a language. It is possible for a language to have a very high
inflectional complexity in the nominal domain, but a very low in-
flectional complexity in the verbal domain, or the other way around.
While this could be explored with tagged corpora, I am not aware of
studies which do this.

Complexity correlations and trade-offs

Despite the proliferation of complexity metrics, Bentz et al. (2016)
argue that most metrics proposed in typology, either based on cor-
pora or hand annotations, are highly correlated with each other. To
do this, the authors propose a method to estimate an aggregated met-
ric of inflectional complexity based on WALS features. The process
is as follows. First, the authors identify 28 features that they argue
to be indicative of the morphological complexity of a language (e.g.
number of genders, number of cases, presence of morphological tense
marking, etc.). Then, they normalise the values for each feature to be
between 0 and 1 in order to make them comparable. Finally, the au-
thors take the mean value of all 28 features for each language. The
authors then estimate the correlations of this complexity index with
estimates for several corpus-based complexity indices estimated from
Bible translations. The fact that Bentz et al. (2016) find a relatively

12gee also Oh and Pellegrino (2022) for a comparison and evaluation of dif-
ferent corpus-based metrics of morphological complexity.
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high correlation between all these metrics is taken by the authors as
an indication that they indeed capture the same phenomenon.
Finally, another question that has received some attention regard-
ing complexity is whether there are trade-offs between the local com-
plexity of different domains (morphology and syntax). Several studies
have found trade-offs between different types of complexity (Koplenig
etal. 2017; Oh and Pellegrino 2022; Bentz et al. 2022). Some work that
has looked at E- and I-complexity has proposed that there are trade-
offs between the two (Gutierrez-Vasques and Mijangos 2019; Cotterell
et al. 2019). Gutierrez-Vasques and Mijangos (2019) use the metrics
proposed by Bentz et al. (2016) for measuring E-complexity, which
are based on aggregating 28 morphological features found in WALS.
Cotterell et al. (2019) use a simpler metric based on the number of
cells in a paradigm.'® Generally, these studies have found some sort
of trade-off between their definition of E-complexity and I-complexity.

Word and Paradigm morphology for typology

Although intuitive, approaches based on morpheme or morph segmen-
tations face a challenge: segmenting words is difficult and depends on
theory and tradition. '* The key idea here is that it is not always easy to
compare segmentations across languages, and even within languages,
linguists face what is called the segmentation problem (Spencer 2012),
i.e. how to segment words into sublexical units like stems, morphs or
morphemes. That is, it is not just that segmenting words into mor-
phemes is difficult, but it can be a problem without a determined solu-
tion. Things can be even more complex if one considers that some the-
ories propose zero morphemes, or very complex and abstract morph
sequences. In order to compare the complexity of two languages based
on metrics that rely on morph or morpheme segmentations, the prin-
ciples behind the segmentation decisions need to be consistent for all
languages, and application needs to be independent of linguistic tradi-

13Recall most E-complexity metrics are correlated with, and a proxy for
paradigm size.
14 For the opposite view the reader can look at Manova et al. 2020.
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tions associated with the languages in question. '® As far as  am aware,
there are no clear formalisation for how this should be resolved for ty-
pological comparison. 1©

In several of the approaches to E-complexity mentioned in the pre-
vious section, segmentation of words into morphs or morphemes plays
a crucial role (e.g. mean number of morphemes per word). However,
segmentation-based approaches to morphology from a cross-linguistic
perspective have issues which are not easy to overcome. The first issue
worth discussing is that of the definition, delimitation and identifica-
tion of morph and morpheme boundaries. This is a problem without a
simple solution. This has been noted before with regards to morpho-
logical complexity. Greenberg (1960, p. 188) notes that:

Basic to the synthetic index as well as most of the others is
the possibility of segmenting any utterance in a language into
a definite number of meaningful sequences which cannot be
subject to further division. Such a unit is called a morph.
There are clearly divisions which are completely justified
and which every analyst would make. For example, everyone
would divide English eating into eat-ing and say that there
were two units. There are other divisions which are just as
clearly unjustified. For example, the analysis of chair into ch-,
“wooden object,” and -air, “something to sit on,” would be
universally rejected. There is, however, an intermediate area
of uncertainty in which opinions differ. Should, for example,
English deceive be analyzed into de- and -ceive. (Greenberg
1960, p. 188)

This relates to the segmentation problem (Spencer 2012). The im-
plication of this is that trying to do automatic, or even semi-automatic
morpheme identification on large datasets is not feasible.!” More

15By this I mean how linguists analyse sublexical units like phonemes, tones,
or discontinuous stems (i.e. roots in Semitic), zero morphemes, so-called subtrac-
tive morphology, etc.

16 Though see below for a computer-aided approach, as well as Sagot and
Walther 2011 and Walther and Sagot 2011 for some early approaches in this
direction.

17 While tools like Morfessor can, under some circumstances, do a decent
job of approximating human judgements in morpheme segmentation, these are
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importantly, segmentation done by linguists is not necessarily objec-
tive and will be influenced by different theoretical perspectives, and
linguistic traditions (see Bonami and Beniamine 2021 for a discussion
on stem segmentation). For example, while it is common to view stems
in Semitic languages as discontinuous triconsonantal roots, it is not
common to take a similar approach for European languages, instead
preferring ideas like stem mutation.

The consequence of these issues for linguistic typology is that
cross-linguistic comparison is heavily dependent on the individual de-
cisions made by the individual linguists writing the grammars. Mor-
phological analysis and segmentation is usually taken as a given, and it
is not possible to be certain that the guiding principles for morpheme
segmentation are consistent across languages.

Although there are some attempts at computational formalisa-
tions of morpheme-based approaches (Rathi et al. 2022), I am not
aware of large-scale validations of these for the purpose of studying
inflectional morphology cross-linguistically.

The alternative approach is to take whole, fully inflected words
and their relations in a paradigm as a starting point of linguistic com-
parison. If we define a systematic approach to finding relations be-
tween fully inflected words (see the next section), then we can be sure
that all languages in our sample are analysed using the exact same
principles. If we focus on fully inflected words, the issues related to
segmentation and morph(eme) boundaries disappear.

Perhaps the main counterargument one can leverage against W&P
morphology is that one needs to provide a solid, cross-linguistically
valid, definition of what a word is. It has been argued that such a task
is impossible (Haspelmath 2011), and Greenberg himself points out
the issues with defining word units (Greenberg 1960). While it is true
that identifying words can be challenging, it must be noted that this
is also a necessary step in all morpheme-based approaches to inflec-
tional complexity I am aware of. In order to estimate metrics related
to paradigm size, one first needs to decide which elements belong to a
paradigm and which elements do not. This requires at least a definition
of words. If one wants to count whether negation is expressed through

nowhere near good enough for the task at hand, and the quality of the output
greatly varies with the type of input provided.
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inflection or not, one needs to distinguish between what constitutes
one or two words. If one wants to calculate the number of morphemes
to words ratio one needs to delimit words. And so on. Even the corpus-
based metrics discussed in the previous section require orthographic
word segmentation to work.

The difficulty of delimiting words, and having a systematic, cross-
linguistically valid definition of what a word is, is not an argument in
favour of morpheme-based approaches to inflectional complexity, nor
is it an argument against W&P approaches. My solution in this paper
is the same as with many typological studies: I trust the grammars (or
in this case the datasets). Even if different languages require different
criteria for defining and delimiting words, I will assume that the au-
thors of the resources I use (see next section) applied the correct and
relevant criteria consistently for each language in question. 8

MATERIALS AND METHODS

Datasets

For this study,'® I mostly rely on Unimorph data which was avail-
able in January 2021 (Kirov et al. 2018).2° Additionally, I include the
following datasets:

18 The only technique that I am aware of, which can completely ignore the
issue of words is based on compression algorithms (Moscoso del Prado 2011;
Ehret 2021). This type of complexity is also known as Kolmogorov Complexity.
These calculate the compression rate of a corpus for a given language (how much
a compression algorithm can compress a corpus), and compare that result with
the compression rate of either another language, or a modified (e.g. lemmatized)
version of the same corpus. For reasons of space, I will not discuss this approach
here.

19A11 datasets and code can be found at https://doi.org/10.5281/
zenodo.11147171.

207 am aware that Unimorph has included some additional datasets since then,
but our approach is computationally too intensive for us to keep adding lan-
guages indefinitely. With my dataset, it took me around 6 months to process all
paradigms.

[ 429 ]

3.1



Matias Guzmdn Naranjo

+ Russian nouns (Guzmén Naranjo 2020)

» Kasem nouns (Guzmén Naranjo 2019a)

« Latvian nouns (Beniamine and Guzmén Naranjo 2021)
* Hungarian nouns (Beniamine and Guzman Naranjo 2021)
» French verbs (Bonami et al. 2014)

« Arabic nouns (Beniamine 2018)

« Portuguese verbs (Beniamine et al. 2021)

+ English verbs (CELEX, Baayen et al. 1996)

+ Latin nouns (Pellegrini and Passarotti 2018)

« Latin verbs (Pellegrini and Passarotti 2018)

+ Navajo verbs (Beniamine 2018)

* Yaitepec verbs (Feist and Palancar 2015)

+ Zenzotepec verbs (Feist and Palancar 2015)

In total, this makes for 137 datasets across 71 languages for nouns,
adjectives, and verbs. The size of these datasets vary considerably,
from some languages having a few hundred lexemes, to others con-
taining over 40,000 lexemes. To be able to better compare results, I
created random subsamples of 200, 500, 1000, 2000, and 5000 lex-
emes for each dataset (when available). Although I am aware of some
issues with the Unimorph datasets,?! I only performed minimal hand
corrections. These datasets are structured in long format with three
main columns: lexeme, cell, inflected form. Table 3 shows an exam-
ple of this structure for the Spanish verb cantar ‘sing’. All datasets are
in orthographic form, except for those listed above, which were con-
verted to a phonemic representation. No other information is required
or provided in these datasets.

A final note about the data is that I included all cells listed in uni-
morph, including elements separated by spaces. These can be inflected
forms with pronouns/clitics (like in Romance), single words made up
of two elements but which inflect like a single lexme (like high school),
or periphrasis. About 25% of the datasets contain at least one form that

21 The Hungarian and Latvian dataset are effectively hand-corrected unimorph
datasets, for which Beniamine and Guzmén Naranjo (2021) remove multiple mis-
takes present in the original data. Similarly, the Arabic nouns dataset was hand-
corrected by Beniamine (2018).
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Lexeme Cell Inflected form Table 3:
cantar  l.sg.pres.ind canto
cantar 2.sg.pres.ind  cantas

cantar  3.sg.pres.ind canta

fits this description. For most purposes periphrastic forms behave al-
most exactly as non periphrastic ones and do not have an impact on
the analysis. While it would be possible to exclude all forms contain-
ing spaces, leaving them in for the analysis ensures that we are not
arbitrarily reducing the complexity of any of the systems in question.

Methods

In order to estimate the complexity of a morphological system we
need a formal model of that system, and from this formal model, we
can then estimate the I- and E-complexity of the system. Word-based
models of morphology can be divided into two main camps: symbolic
and non-symbolic. Under non-symbolic models there are approaches
like LSTMs (Cotterell et al. 2019; Malouf 2017; Elsner et al. 2022;
Cardillo et al. 2018) or linear discriminative learning (Baayen et al.
2019a,b). Non-symbolic models do not require any type of explicit
morphological structures, and can predict one cell in the paradigm
of a lexeme from another cell or from a meaning without any sort
of symbolic manipulating of the strings (see also Elsner et al. 2019,
for a recent overview). In these types of approaches there are no ex-
plicit representations of sublexical units above the grapheme level,
instead, they treat words as sequences of individual letters and the
cell in the paradigm they realise. LSTMs are trained to predict se-
quences from sequences. In the case of morphological inflection, they
can predict one inflected form from another directly or from its lex-
eme meaning and cell in the paradigm (depending on the setup).?? In
non-symbolic approaches, there are no explicit representations of pro-
portions in the style Xa < Xb. Despite their impressive performance,

22gee for example Cotterell et al. 2019 or Malouf 2017 for more in-detail
descriptions of how LSTMs work for morphological reinflection tasks.
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non-symbolic models are not appropriate to our objectives for two
main reasons. First, existing implementations are too slow to be ap-
plicable to large datasets with many languages, or even to languages
with many cells. Second, while it is possible to use these systems to
estimate I-complexity, I am unaware of any method for estimating E-
complexity from the models themselves. Studies that have used LSTMs
to explore morphological complexity (Cotterell et al. 2019; Marzi et al.
2019; Marzi 2020) have explicitly relied on traditional metrics like the
number of paradigm cells.

In contrast, symbolic models use explicit representations of the
relations between cells. A symbolic model must be comprised of two
independent elements: (1) a system of proportions that express the re-
lations between cells, and (2) a method for assigning a lexeme to the
correct proportion. Here, (2) is essentially what has been called the
classification problem (Guzman Naranjo 2020), that is, how to deter-
mine the inflection class of an inflected form based on its phonol-
ogy and semantics. There are multiple proposals for solving (1)23
and (2).2* In this paper I present a new solution for (1), and, for
performance reasons, take a very simple approach to (2). These are
described in Section 3.2.1 and 3.2.2, respectively.

Analogical proportions

At the core of symbolic W&P approaches to inflection are the ana-
logical proportions between fully inflected forms. Traditionally, these
have been expressed informally as Xa< Xo (sometimes written as
Xa::Xo, or some variant thereof), where variables are expressed with
upper case letters like X or Y, and segments with lower case letters.
This proportion expresses the formal relation between two cells in the
paradigm of a lexeme. This example would cover alternations like the
following: ata::ato (X=at), para::paro (X =par), etc. However, this no-
tation is not well formalised in the sense that it does not readily work

23gee for example Lepage 1998; Stroppa and Yvon 2005; Federici et al
1995a,b; Carstairs 1998, 1990; Albright and Hayes 1999; Albright et al. 2001;
Beniamine 2017; Lindsay-Smith et al. 2024.

24 Among others Bybee and Slobin 1982; Guzman Naranjo 2019a; Albright
and Hayes 1999; Albright et al. 2001; Arndt-Lappe 2011, 2014; Eddington 2000;
Matthews 2005, 2010, 2013; Skousen 1989; Skousen et al. 2002; Skousen 1992.
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in a computational implementation. The reason is that it is not precise
enough to disambiguate cases where there is more than one variable.
For example, the alternation XaY = XYo is ambiguous for a (toy exam-
ple) form like badan because it is compatible with either badan::badno
(X=bad, Y=n) and badan::bdano (X=Db, Y=dan). The reason is that
there are no restrictions on how many segments each variable can
match, and there is no way of specifying which of the two -a- seg-
ments should be matched by the infix.

Computationally implemented formalisms of proportional analo-
gies go back several decades and have taken the form of automata
(Lepage 1998, 2004; Stroppa and Yvon 2005; Federici et al. 1995a,b;
Federici and Pirrelli 1997), string unification (Carstairs 1998, 1990),
and more recently context rich alternation patterns (Albright and
Hayes 1999; Albright et al. 2001; Beniamine 2017), and typed-feature
structures (Guzman Naranjo 2019a). Of these, the only formalisation
which would be useful for us given the current state of development
and tools for automatic induction is that of Beniamine (2017). The
idea of context-rich alternation proportions is that they express al-
ternations in the same spirit of the X-notation, but they are stricter,
and less flexible, thus producing unambiguous proportions. The gen-
eral form is X=Y/Z, meaning that X alternates with Y in the con-
text of Z. For the previous example, the contextual pattern could be
written as a_ = _o / bad_ _, where the underscores can match single
segments, and which would only allow for the match badan::badno.
While the context-rich pattern approach is certainly an improvement
over previous formalisms, it lacks some expressive power and it can-
not easily capture more abstract patterns. For example, because this
technique does not have anything like named variables, it is not pos-
sible to express alternations that rely on reordering (e.g. metathesis)
or repeating segments (e.g. reduplication, lengthening). In the formal-
ism by Beniamine (2017), it is not possible to express that a matched
segment has to be repeated, or changed to a different position in
a string.

In this paper, I propose a modification of context-rich propotions.
One key insight of the approach by Beniamine (2017) is that alterna-
tions are bounded by one of the edges of the word. While his proposed
formalism usually needs to specify a lot of concrete (in terms of spe-
cific segments) contextual information, most of the time, all that is
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actually needed to avoid ambiguities is to know where from either
the right or the left the alternation is taking place. For example, if we
have the three pairs: badan::badno, tar::tro and kariaban::kariabno it
becomes clear that the alternation targets the vowel between the last
two consonants, and that everything before it stays constant.? It is
not actually necessary to specify which consonants are at play, just
their positions. Doing so carries an important advantage, namely that
we can write more abstract patterns involving any two consonants.

It is important to note here that one of the reasons for using con-
textual information for Beniamine (2017) is that the context helps dis-
ambiguate inflection classes, for example, the context might indicate
that the alternation between /a/ and /o/ for some cell pair only hap-
pens if the preceding consonant is /n/. This is not important for the
present technique because I approach classification as a separate prob-
lem which can be solved on its own.

In order to be able to express patterns like metathesis and redu-
plication, I will rely on named variables. It is important to capture
these types of patterns because otherwise the system will need many
more individual proportions. For example, in a metathesis situation
where the last two segments undergo metathesis: Xab < Xba, if the
system cannot capture this pattern abstractly, we would need specific
proportions for every combination of segments that appears across all
forms. The same applies to reduplication but see below. The basic no-
tation has the following form:

@D)] [<X1,2> a <X2,2> = <X1,2> 0 <X2,2>]

Where variables, expressed in angled brackets, are tuples off unique
identifiers (X1, X2, X3, ...) and a matching potential, i.e., the number
of segments they must match. The matching potential, when expressed
with a number, means that the variable must match exactly that many
segments. Non-variables are expressed simply as lowercase letters, and
= separates the two parts of the proportion.

To express that some variables can match arbitrarily many seg-
ments, we allow for one named variable in the proportion to use ‘+’
(as in a regular expression) indicating that it can match 1 or more

25 0One could, of course, characterise this example in terms of syllables, but in
this paper I will work exclusively on surface strings due to constraints my data.
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segments. However, in order to constrain proportions to specific rela-
tive positions within inflected words, proportions need to follow two
constraints: (i) in any given pattern, all variables must explicitly state
their matching potential (i.e. how many segments they must match),
and (ii) only one variable can match arbitrarily many segments. The
example in (2) shows what this looks like:

2 [<X1,+>a <X2,2> = <X1,+> 0 <X2,2>]

The main reason for the restriction on the number of variables which
can have + as matching potential is computational. If a propor-
tions contains more than 1 variable with a +, then the proportion
can become ambiguous, just like proportions of the form XaY=XYo
are ambiguous in some cases, like in the case of badan::badno and
badan::bdano. Recall this pattern is ambiguous because it is not clear
which a should be matched. Fundamentally, any pattern of the form
[<X1, + > <X2, + >...] will be ambiguous because given a 3 segment
string <abc >, there is no way to know whether X1 should match 1
or 2 segments, and both matches X1 = <a> and X1 = <ab> will be
valid. Restricting + to apply to maximally one variable removes the
potential for ambiguity. This should be emphasised: the main motiva-
tion for this constraint is purely computational: to remove potentially
ambiguous proportions. Ambiguous proportions lead to mis-inflection,
and would defeat the purpose of the system. From a theoretical per-
spective, this restriction seems to match our expectations for most in-
flectional systems. Languages in the dataset do not allow for infixation
operations in free positions within words, which is what XaY states.
To my knowledge, operations are either constrained to an edge (or
distance to it), or apply across the whole word systematically (e.g.
harmony).

A potential type of counter example would be a language in which
morphological alternations are constrained by lexically-specified pho-
nological or prosodic cues, which can occur anywhere within the
word, and which are independent of word boundaries. For exam-
ple, a language in which stressed syllables undergo an alternation as:
’pokolo::’pakolo, po’kolo::po’kalo, poko’lo::poko’la, would require pat-
terns with two variables with + as matching potential. In such a case,
the proportions would not be ambiguous because the cue would only
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allow one match. 2% A second type of potential exception are languages
which have been described as having free morph order like Chintang
(Bickel et al. 2007) and Mari (Luutonen 1997, as cited by Bonami
and Crysmann 2013). So far, it remains unclear how these languages
should be handled from a W&P perspective. As far as I can tell, none
of the languages in my sample require these type of proportions with
multiple variables with + matching potential.

Throughout this paper I will refer to these proportions as local in-
flection classes, and contrast it with global inflection classes. While two
lexemes can share local inflection classes for some set of cell pairs,
they do not have to share the same global inflection class. I favour the
term local inflection class over something more traditional like cell real-
isation, because these proportions are meaningless for individual cells,
and only really express the relation between two cells. It is important
to note that a pattern like that in (2) fully determines the relation be-
tween the two cells in question (here Cell 1 and Cell 2). If we know
the realisation of Cell 1 for some lexeme L, we can unambiguously
deduce Cell 2, and the other way around, provided that we know the
local inflection class for Cell 1 — Cell 2 in L. If we know one cell of the
paradigm of a lexeme, we can deduce all other forms in its paradigm if
we know all its local inflection classes (i.e. all proportions to all other
cells). Effectively, being able to infer the whole paradigm of a lexeme
boils down to the classification problem (i.e. how to determine the
inflection class of an inflected form based on its phonology).

At some points in this text, I will use ‘.” as shorthand for any seg-
ment or number of segements: [<X1,+ > = <X1,+ > .], in cases
referring to abstract proportions and not concrete analogies. Unlike
context-rich proportions, these proportions do not need to contain con-
textual information. For example, (3) is a proportion which includes
contextual information of where a change happens. In this example,
‘c’ acts as context because it is part of the non-contrastive material (i.e.
is present in both cells in the same position), and could be subsumed
by the variable.

26 Notice this is not the case when stress is not free to wander across the whole
word, but is fixed to some position from an edge, like Spanish; or cases in which
stress triggers phonological alternations without morphological contrast like in
Russian.
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3 [<X1,+>ca <X2,2> = <X1,+>co <X2,2>]

Proportions like (3) are unnecessary since the more general pattern
(2) already matches this same alternations, and even more cases.
This formalism allows for the following inflectional proportions:

e suffixes [<X1,+ > = <X1,+ > .], [<X],+ > .= <X1,+ > .],
[<X1,+> .= <X1,+>]

e prefixes [<X1,+ > = . <X1,+>], [. <X1,+> =. <X1,+ >]
 circumfixes [<X1,+ > = . <X1,+ > .]

» metathesis [<X1,+ > <X2,1> <X3,1> = <X1,+ > <X3,1>
<X2,1>1%

+ fixed suprasegmentals (e.g. tones marked with numbers):
[<X1,+>12= <X1,+> 3 1] or [<X],+>" <X2,1> =
<X1l,+><X2,1>"]

« reduplication [ <X1,+ > <X2,1> <X2,1 >=<X1,+ > <X2,1>]

+ any combinations of the previous proportions

Except for reduplication, I implemented automatic induction
techniques for these proportions (including any and all combinations
between suffixes, prefixes, infixes, fixed suprasegmentals and metathe-
sis). That is, the computational implementation can automatically in-
duce proportions required to capture an inflectional system. This in-
duction technique tries to find the most economical, and the fewest
proportions that can express the relations between all pairs of cells
in a dataset.?® While expressing reduplication in this formalism is
straightforward, induction is not. For this paper, I do not implement
the induction of reduplication, mostly because it is not very common

27 Something to point out regarding metathesis is with the current formalism
each pattern has a fixed length, and different length metathesis would require
different patterns. For example, carabo:caraob and carator:caraort would require
two different patterns.

28 For reasons of space I do not discuss the techniques in detail here, but these
are provided by the packages analogyr (https://gitlab.com/mguzmann89/
analogyR) and paradigma (https://gitlab.com/mguzmann89/paradigma).

[ 437 ]



Matias Guzmdn Naranjo
in in the inflectional systems of my dataset?°
the induction phase.

This formalization is not without drawbacks. I cannot currently
capture patterns that require feature structure representations, like
more complex supra-segmental structures or voicing alternations, but
extending the system to be able to capture these is straightforward.
There is nothing special about feature structure representations, and
they could be integrated into the formalism without any changes to
how proportions are expressed.>° There are two reasons for why I will
work with segments in this paper. The main one is that the datasets
do not have feature structure representations, and trying to induce
phonological representations from orthography is prone to mistakes,
without any guarantees that the resulting representation is any bet-
ter than the orthographic representation. The second reason is that
inference of complex feature alternations like downstep or harmony
patterns, is much too complex to be viable for this study.

Similarly, this system cannot represent abstractions which are
present in some languages, like reference to morphological struc-
ture (German vorspringen-vor-ge-sprungen (‘jump forward’), where
the <ge> occurs between a separable prefix and main verb), or the
already mentioned harmony, and voicing alternations. While it would
be preferable to have a system which can capture all abstractions of
the inflectional system of any and all languages, this is not the aim of
this paper. For this paper, we need a system that is capable of produc-
ing an inflected cell given another inflected cell in the paradigm of a
lexeme. The present formalism is in fact capable of doing this exactly
in all cases, even if some of the induced proportions are clumsy or too
specific from a human perspective.

and it is too costly for

29 Arguably, reduplication is the most frequent form of morphology since it is
present in languages without affixation. However, it does not play a significant
role in our data.

30 The simplest approach would be to allow vectors of phonological features
instead of or in addition to the individual segements, this would allow feature
structure alternations, for example, given a phonological representation of seg-
ments with 2 features (e.g. high and back, etc.), one could express: [ <X1,+ > 11
<X1,1>1 = <X1,+ > 10 <X1,1>0]. But other alternatives are possible, like
including syllable structure with onsets, nucleus and codas, etc.
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Additionally, while patterns like harmony are not directly cap-
tured by the system, it is unclear that we need to. For example, in Hun-
garian, stating that there is an abstract marker -Vk for first singular,
and the -V- harmonises with the stem: ldt-ldtok (‘see’) vs. szeret-szeretek
(‘love’), has the same effect as stating that there are two different
markers -ek and -ok, with inflection class restrictions. Since capturing
the correct classification of such cases is completely straightforward,
it is not evident that modelling systems like Hungarian without a spe-
cific harmony mechanism should produce different results in terms of
estimating the complexity of the system.

I will not discuss induction in detail in this paper, but the follow-
ing gives a short overview of how induction works. For every dataset:

1. Extract all cell pairs

2. For each cell pair Cell_1:Cell 2, calculate the analogical propor-
tions Cell_1 — Cell_2 and the proportion Cell_ 2 — Cell_1 (i.e. the
relations as above)

3. Since for each pair of forms there often are several alternative
valid proportions: !

« calculate all ‘best’ proportions

« after calculating all proportions for all items in Cell_1::Cell_2,
rank them by frequency

« for each form pair keep the most frequent proportion which
can apply to it

The result is a system of proportions that fully captures the pair-
wise relations in the paradigm.

The final issue is how to measure the E-complexity of a paradigm
using this system. I will use fragmentation as a metric of the rel-
ative complexity of a pattern. The fragmentation of a pattern is
simply the number of positions with contrastive material between
the left and right-hand sides of the proportion, i.e. the number
of non-variables. For example, if a pattern like [<X1,+> =

31 Strictly speaking there is not need to choose between the many different
proportions, since all induced proportions work correctly for the specific lexeme.
This filter is useful for the classification step.

[ 439 ]



Matias Guzmdn Naranjo

<X1,+ > .] (e.g. sing::sings) has a fragmentation of 1, while a pat-
tern like [<X1,+ > .=. <X1,+ > .] (e.g. lachen:gelacht ‘laugh’
inf::participle) has a fragmentation of 3. This metric is indepen-
dent of the length and complexity of the actual markers, and their
position. Prefixes, infixes and suffix contribute 1 to the the total
fragmentation of a pattern. There is a relation between a tradi-
tional morph count approach and fragmentation in many situations.
In the simplest relation between two cells, syncretism, the frag-
mentation of the pattern will be 0. If the relation between both
cells is that of exclusively affixes or prefixes, then the fragmenta-
tion will be 2. A fragmentation of more than 2 means that there
are discontinuous inflectional markers, or a prefix-suffix combina-
tion. 32

There are several advantages to this technique for measuring
E-complexity. First, it completely sidesteps the issue of segmentation.
This approach does not need to find morphemes, morphs, stems or any
other theoretically motivated sub-lexical unit other than the contrasts
between two inflected forms. As a consequence, there is no need to
find any sort of optimal multiple alignment of a paradigm, all that is
needed are optimal pairwise alignments between cells.

The second advantage is that this method works with relatively
small datasets of a few dozen inflected lexemes, at least compared to
the types of datasets needed when working with automated morpheme
segmentation software, or corpus-based methods. In this approach,
we only need paradigms of the lexemes we are interested in, there is
no need for large corpora, as is the case with other tools.>* While in
this paper I have tried to include inflectional paradigms as complete
as possible, fragmentation could be calculated for just two cells. So
even if one has only very sparse, and incomplete information on some

32This metric is inspired by Bonami and Beniamine (2021), however, in their
paper, the definition of the fragmentation of the stem would be equivalent to the
number of variables in our proportions, while in this paper I count the number
of non-variables in the proportions. In practice, there is very little difference
taking one or the other, and additional E-complexity metrics could be developed
following similar principles.

33 While tools like Morfessor can be used on similarly small datasets, they will
produce better results if trained on larger datasets.
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inflectional system, it should be possible to use fragmentation as a
measure of its E-complexity.

There are two final caveats regarding fragmentation. The first is
that it should be understood as an upper limit of E-complexity. Because
the induction method is not perfect, because the data lacks feature
structure represnetation, and because the formalism cannot deal with
all types of inflectional patterns found in the languages in question,
many of the resulting proportions are more complex than theoretically
required. The effect is that the measured fragmentation can be higher
than the real fragmentation of the language.

The second one is that fragmentation, and the way it is imple-
mented, assumes that all segment alignments matter, even those that
might not correspond to traditionally identified inflectional markers.
As an example under the current system, the alternation between the
Spanish first person singular and third person singular form in any as-
pect tense combination will contain an infix: canto::cantamos produce
s[<X1,+> <X2,1> = <X1,+> am <X2,1> s] because the o is
not contrastive material. While there might be arguments against this
type of full alignment,3* there two in favor. First, it is unclear from
a Word and Paradigm perspective why one should allow some but
not all segments to align, especially from a crosslinguistic perspec-
tive. Second, implementing an algorithm and computational system
to produce alignments which match linguistic intuition is remarkably
difficult.

Analogical classification

As mentioned in Section 2, I take a classification-based approach to
measure I-complexity. Instead of measuring the entropy of the system,
we try to predict the local inflection class of each lexeme based on its
phonological properties.3> Complexity of the system is then measured
in terms of accuracy. That is, if we can successfully predict all local

34 Notice that this is not a unique effect of making pairwise comparison. The
same type of alignment would arise in a multiple alignment.

35 There is good evidence that other factors like semantics can also play a role
in helping predict the inflection class of a lexeme. However, there is no semantic
information for most datasets in our sample. For this reason, I will only focus on
phonology.
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inflection classes of all lexemes in a morphological system, then the
accuracy is 1 and the complexity 0. If we can predict none of the
proportions the accuracy is 0 and the complexity is 1.

There are many approaches to analogical classification that have
been proposed in the literature, including Skousen’s Analogical Mod-
elling framework (Skousen 1989; Skousen et al. 2002; Skousen 1992;
Arndt-Lappe 2011, 2014), TiMBL (Daelemans and Van den Bosch
2005; Daelemans et al. 1998), Neutral Networks (Guzméan Naranjo
2019a; Matthews 2005, 2010, 2013), Boosting Trees (Guzman Naranjo
and Bonami 2021; Bonami and Pellegrini 2022), and Minimal Gen-
eralization Learner (Albright and Hayes 1999; Albright et al. 2001),
among others. While most of these techniques would likely perform
very well on our data (see below for a comparison), they are too slow
in most contexts and do not scale very well.3¢ Additionally, some au-
thors who have pioneered the use of methods like LSTMs (Cotterell
et al. 2019) suggests very small datasets (< 500 lexemes) might not
be adequate for some of these techniques. Since we are predicting all
cells in a paradigm from all other cells pairwise, we need a method
that can be trained and cross-validated in as little time as possible, but
at the same time is as accurate as possible.?”

Here, for reasons of computational efficiency and conceptual sim-
plicity, I will use a k-Nearest Neighbours (k-NN) algorithm based on
an edge-weighted Levenshtein distance. The k-NN assigns the local in-
flection class of a word form based on its phonological similarity to its
nearest 5 neighbours. 38

36 Here ‘too slow’ should be understood as too slow for most researchers’ re-
sources. Of course, with unlimited computing power and enough state of the art
GPUs, one could fit as many neural network models as needed within some rea-
sonable time limit. However, most researchers (including the author) working
on these issue have finite and limited computing power.

37To give a simple example, the dataset for Latin verbs contains 254 cells in
total. This means 64,262 models (from every cell to every other possible cell), and
that times 10 to account for cross-validation gives 642,620. Assuming 1 minute
to train each model (which is rather optimistic for a Neural Network or Boosting
Tree), it would take over a year to capture verbal inflection in Latin.

381 arrived at this number as a good choice for N through some previous
testing. While it is possible that some systems would be better captured with a
different choice for N, trying to optimize each dataset would take too long.
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a s a ¢ Table 4:
0 1 2 3 a4 Levenshtein distance between casa and basa
a 1 0 1 2 3
S 2 1 0 1 2
a 3 2 1 0 1
b 4 3 2 1 1

The traditional Levenshtein distance (Levenshtein 1966) calcu-
lates the minimum number of operations of insertion, deletion, and
substitution needed to convert a string s into a different string t. Ta-
ble 4 shows the calculation for the strings casa and basa.>® In this case,
the number of operations necessary to transform casa into basa is one,
namely a substitution of ¢ for b.*° Table 4 shows all possible ways
of turning casa into basa using insertions, deletions and substitutions.
An operation is represented as a movement on the matrix. Horizontal
movement represents deletion, vertical movement representes inser-
tion, and diagonal movement represents either no operation (when
there is no change) or substitution. Each operation has a cost, and the
values are the accumulated cost. The smallest number of operations is
given on the bottom right corner.

While the Levenshtein distance captures the differences between
two strings, it ignores where in the strings these differences take place.
However, if we want to emphasise that differences at some edges are
more important than differences in the middle of the word, then we
need an edge-sensitive metric. We use an edge-sensitive metric instead
of a symmetric one for two reasons. First, an edge-sensitive metric
will give greater weight to what would traditionally be the segments
belonging to either suffixes or prefixes, which have been shown to play
a greater role in class assignment than segments that belong to what
would be analysed as the stem (Guzman Naranjo 2020). Second, there
is ample research showing that the edges of a word play a greater role
in class assignment than the inner segments (Guzman Naranjo 2019b;
Arndt-Lappe 2011; Albright et al. 2001).

39 Here I present the reversed strings. This is for clarity in the following ex-
amples below.

401t is possible to assign different costs to each operation, but I use a cost of
1 for each for illustration purposes.
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Table 5: ind

) : a s a c
Edge V\./elghted Levenshtein ind 0 1 9 3 4
distance between casa
and basa 0 0 1 1.5 1.83 2.08
a 1 1 0 0.5 0.83 1.08
s 2 1.5 1 0 0.33 0.58
a 3 1.83 083 033 0 0.25
b 4 208 1.08 0.58 025 0.25

Building an edge-weighted version of the Levenshtein distance
is straightforward: we divide the cost of the operation by its relative
position to the edge of the word (column ind in Table 5). For example,
for the previous pair of casa and basa, there is one difference in the
fourth position from the right edge of the word, meaning that the
distance is 0.25. Table 5 shows the corresponding table of operations
with accumulated cost. The row and column labelled ‘ind’ show the
position of the segment in question from the relevant edge of the word.
Notice it is possible to calculate either a right-edge weighted, left-
edge weighted, or right-left-edge weighted Levenshtein distance; for
the latter we simply average both left-edge and right-edge weighted
distances. *!

While most previous approaches to classification have used some
form of segmentation into stems and affixes, we can use fully inflected
forms as the basis for prediction. The target predictions are the local
inflection classes (i.e. the proportions induced as described in the pre-
vious section). A simple example will illustrate this. Table 6 shows two
cells of the paradigm of 4 Spanish verbs across two inflection classes.

The first step is to build the proportions (already given in the
table). These are the local inflection classes we want to predict.

Since we want to measure the I-complexity of the system, we try
to predict one cell from the other. Suppose we start with the prediction

4L The reader might find this approach to measuring the distance between
words unintuitive. The choice for this metric in this paper was purely practical,
and based on initial experiments on a smaller, different datasets, in which it
outperformed other Levenshtein-based metrics. It is of course possible that there
might be other, better metrics for individual languages, but we were unable to
find a better metric that worked consistently better cross-linguistically. See below
for some tests.
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Gloss 1.SG.PRES.IND  2.SG.PRES.IND Proportion

touch toco tocas <Xl,+ >0 = <Xl1,+ >as
eat como comes <X1,+ >0 = <X1,+ >es
sweep barro barres <X1l,+ >0 = <Xl1,+ >es
drink tomo tomas <X1,+ >0 = <Xl1,+ >as

from 2.SG.PRES.IND to 1.SG.PRES.IND. The first step is to calculate a
distance matrix based on the modified Levenshtein distance discussed
before, this is shown in Table 7. For each form, I have highlighted the
nearest neighbour.*? In this case, the nearest neighbour of comes is
not barres but tomas. If we were to do the assignment solely based on
this information, we would classify comes to the wrong class, namely
<X1,+>0 = <X1,+>as. However, we can do a filtering step, and re-
move proportions which are incompatible with the forms we are try-
ing to classify. This step simply means narrowing the search space to
those proportions which are real candidates for each lexeme in ques-
tion. In this case, <X1,+>0 = <X1,+>as is incompatible with comes
and thus we would correctly classify it as <X1,+>0 = <X1,+>es, and
the system would produce a perfect accuracy of 1.4

tocas comes barres tomas

tocas 0 1.3 1.45 0.33
comes 1.03 0 0.95 0.7
barres 1.45 0.95 0 1.45
tomas 0.33 0.7 1.45 0

There is one thing worth mentioning. In the previous example,
we used a right-hand-side weighted distance because we know Span-
ish is a suffixing language, and we know that the right-hand side of
verbs is more important than the left-hand side for inflection class as-
signments. However, for most systems, we cannot know beforehand
which of these three produces the best results for any given cell pair.

42 Since we only have 4 items in this example it makes no sense to use 5 nearest
neighbours, but the same logic would apply if we consider more neighbours.

43 This example is too simple because the filtering is enough to get a perfect
accuracy, but it helps illustrate the whole process.
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For this reason, for each cell pair, we try all three (right-hand-side,
left-hand-side, and average of both) and keep the best one (in terms
of accuracy).44

After having calculated the accuracy of all cell pairs in both di-
rections, we take the average accuracy of the paradigm as the I-com-
plexity of the paradigm.

Before discussing the results, I present a brief illustration on how
edge-weighted Levenshtein distances compare to regular Levenshtein
distances in a classification task, and we also compare these to a
more general classifier, namely Boosting Trees with XGBoost (Chen
and Guestrin 2016). For this comparison I picked 5 language datasets,
with two cells for each dataset. The datasets in question are: Hungar-
ian nouns, Latvian nouns, Yaitepec-Chatino verbs, Arabic verbs and
Navajo verbs. I chose these datasets somewhat randomly, trying to
maximise variety in terms of language families and paradigm struc-
ture. For each dataset, I first computed the proportions to go from
one cell to the other as described in Section 3.2.1. I then performed
the k-NN classification method described in this section using four
different distance metrics: Levenshtein Distance (LD), right-hand-side
edge-weighted LD (RHS), left-hand-side edge-weighted LD (LHS), and
left-right-hand-side edge-weighted LD (LRHS). For all datasets, I com-
puted the accuracy of predicting the inflection class of the pair from
each cell.

Additionally, I trained a Boosting Tree classifier using XGBoost.
Boosting Trees are a machine learning classification technique which
consists of sequentially fitting small classification trees, and aggre-
gating their predictions. Boosting Trees are similar in principle to
Random Forest, with the difference that Random Forest fits multiple
small classification trees randomly, while Boosting Trees work by se-
quentially fitting trees which target the errors in the previous tree. In
practice, Boosting Trees have been successfully used in several clas-
sification tasks (Bonami and Pellegrini 2022; Guzman Naranjo and

44 A single language could use different similarities for different cell pairs. For
example, if a cell pair analogy Cell 1 = Cell 2is [ <X1,+> .=. <X1,+>]
then doing Cell 1 — Cell 2 might work better with right hand side similarity
(because it has a suffix) while doing Cell 2 — Cell 1 might work better with left
hand size similarity because it has a prefix.
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Bonami 2021; Bonami et al. 2023), and they can perform extremely
well. I used slightly different meta-parameters for each dataset, but
the basic setup is that when predicting Cell 2 from Cell 1, I take the
5 to 7 final (or initial)*> segments of Cell 1, and use them as predic-
tors in the model. For each dataset, I optimised the meta-parameters
with grid-search until the model achieved the best accuracy possible.
In all cases, with k-NN and Boosting Trees, I performed 10-fold cross-
validation.

Table 8 shows a comparison of these models. First, there are the
results of k-NN using a simple Levenshtein distance and k = 5. Second,
the results of k-NN with an edge-weighted Levenshtein distance and
k =5, the table shows results for the right-hand-side edge (RHS), left-
hand-side edge (LHS), and left- and right-hand-side (LRHS) distances.
Finally, it shows the results of a Boosting Tree algorithm trained on
the N final (or initial) segments of the source inflected form, and the
results of TiMBL fitted to the whole word.

The results show two key points. First, the accuracy of the edge-
weighted Levenshtein distance models are systematically higher than
the accuracies of the regular Levenshtein distance models, even if
only by a small amount in some cases. The implication is that edge-
weighting distances produce either equivalent, or better results in
these five languages, and cell pairs which were chosen for their di-
verse structures. In some cases, like Hungarian and Latvian, the dif-
ference between regular LD and edge-weighted LD can be as dramatic
as 11 percentage points. This performance difference is enough to jus-
tify preferring edge-weighted LD for our purpose. Second, and equally
as important, the Boosting Tree classifier can outperform the distance-
based k-NN classifiers most of the time, *® and in some cases, by a very
large margin, like in Yaitepec-Chatino or Navajo. This is perhaps not

451 experimented with both sides, and chose the one which produced the best
performance

46 The cases in which it does not, it reaches a very comparable accuracy. It
is unclear why XGBoost sometimes struggles to outperform the k-NN classifiers,
but here two factors are likely at play. First, machine learning techniques like
XGBoost work better with larger datasets, and some of our datasets in this ex-
periment are not very large (fewer than 1000 lexemes). Second, while I did my
best to optimise the hyper-parameters of the models, it is possible that a different
parametrization could produce in better results.
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surprising, as Boosting Trees can pick up much more complex patterns
in the data. The implication is that the results I present in this paper
are a complexity baseline, and that it is likely that with more time and
computational resources one could fit models which result in higher
accuracy and lower complexity that the ones I present here.

Taking stock, these results show that one word edge is clearly
more important than the other edge for classification purposes, and
that edge-weighted Levenshtein distances outperform regular Leven-
shtein distances; and also, that more sophisticated classification tech-
niques should be able to produce better results.

RESULTS

This section presents the main results of this paper. It is divided into
three subsections. First, I discuss the results for I-complexity, then the
results of E-complexity, and finally I look at the relations between
the two. One crucial fact to keep in mind is that these results should
be interpreted as upper bounds on complexity. As I mentioned when
discussion the classification method, it is likely that more advanced
classifiers would produce lower I-complexity, but the same is true re-
garding E-complexity. A more sophisticated approach to inducing pro-
portions could be able to reduce the fragmentation of many patterns
by finding better and simpler abstractions.

I-complexity

First, let us analyse the mean I-complexity across the whole paradigm
of each language for each sample size.#’ These results are shown
in Figure 1. The accuracy value for each dataset is the mean ac-
curacy acrosss all cell pair predictions. There are several important
points worth mentioning here. First, most languages have accuracies

47 Recall that for all datasets, we created random subsamples of 200, 500,
1000, 2000, and 5000 lexemes. This allows us to better compare across all lan-
guages, for those datasets with very few lexemes.
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above 0.7 for all sample sizes, for adjectives, nouns, and verbs, and
accuracies above 0.8 for sample sizes 2000 and 5000. Even with the
very crude approach to classification taken in this paper, and even
when only looking at 200 lexemes, we find that most systems have
an accuracy above chance level. While these relatively high accura-
cies might seem unsurprising to linguists familiar with computational
work on predicting class assignment of words, these results show that
a very simple method for classification can achieve very high accu-
racies cross-linguistically, for many different types of inflectional sys-
tems, only based on phonological distances. It is important to note that
these results should be understood as upper complexity limits. More
sophisticated classification techniques like LSTMS are likely to be able
to produce much better average accuracy scores. If the model reaches
a mean accuracy of 96% for some language, this does not mean that
the remaining 4% of cell pairs are unpredictable. Rather, it means that
given the method and data we were only able to predict 96% of cell
pairs. It is very likely that either a more sophisticated method like the
ones mentioned in the background section, or more (e.g. simply more
lexemes) and better data (e.g. semantic information), would allow us
to reach a higher accuracy.

Another key point to remark on is that we are not choosing the
best principal part for these results, but rather testing all possible cells
and averaging across them. These results are averaged from the worst
predictive cells and the best predictive cells. This observation connects
to the second point, which is that inflection systems that are usually
thought of as needing multiple principal parts, like Latin or Spanish
verbs do not actually seem to need principal parts given that the mean
accuracy is so high (>0.95 for 5000 lexemes). It is likely that some
cells are very bad at predicting some other cells, but more often than
not, knowing only one cell is enough to predict a good portion of the
remaining cells as can be seen from the results.

If we were to pick the best predicting cell (akin to choosing
the principal part), then the accuracy results can go up dramati-
cally. For example, for Spanish verbs, the worst predictive cell in
the 5000 sample size is the first singular present of the indica-
tive with 0.86, while the best predictive cell is the infinitive with
0.98. Similarly, for Latin, the worst predictive cell in the 5000 sam-
ple size is FIN.IND.PRES.ACT.1.SING with a mean accuracy of 0.84,
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while the best predictive cell is FIN.IND.FUT.ACT.3.SING with a
mean predictive accuracy of 0.96. This fact further points toward
the interpretation that I-complexity seems to be rather low cross-
linguistically. Moreover, these results are an alternative way of mea-
suring complexity similar to the principal parts approach, but without
the challenges that are related to identifying principal parts already
discussed.

A third point worth noting is that there is a very large amount
of variation across languages. While some languages like Telugu (tel)
have very low complexity in their verbal paradigm, others like Zenaga
(zen) have a much larger complexity. There is also variation across
domains for the same language. For example, Irish (gle) has a high
complexity in the adjectival and nominal system, but lower complex-
ity in the verbal system. These results do not show any clear tendency
in terms of I-complexity across domains. While some languages are
equally simple in all three domains (e.g. Armenian, hye), others are
similarly complex across domains (e.g. Faroese, fao). The only clear
trend appears to be that adjectives have lower complexity for this sam-
ple (although the sample has fewer adjective paradigms than verb or
noun paradigms).

There are two clear exceptions to the high predictability result:
Navajo (nav) and Yaitepec Chatino (yai). For languages like Navajo
and Yaitepec Chatino, these results suggest that knowing just one cell
is clearly not enough, and they raise the question of how many cells we
need to know in these languages to be able to deduce the remaining
cells. I discuss Navajo in some more detail next.

In the dataset, Navajo verbs can inflect for 7 persons: 1, 2, 3,
30, 3a (fourth person), 3s (space), and 3i (indefinite);*® 3 numbers:
singular, dual and plural; and 5 TAM categories: future (FUT), imper-
fective (IPFV), iterative (ITER), optative (OPT) and perfective (PFV)
(see Young 2000, for a more complete description of Navajo verbal
inflection). Most verbs in our data have somewhere between 50 cells
and 70 cells. Tables 9 and 10 show the inflection table for three verbs:
adika’ (‘to play cards’), ndhdshne (‘to hope around’) and yish’aah (‘to
eat’).

48 This is only a small fragment of Navajo verb conjugation, because the
dataset only includes subject indices.
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Table 9: Conjugation of adika’ (‘to play cards’), ndhdshne (‘to hope around’)
and yish’aah (‘to eat’), part 1

Tense Person Number ’adiishk’ddh ndhdshne’ yish’aah
FUT 1 SG 2atite:fk’a:d nahote:ft{’ah te:f?a:d
FUT 1 DL atitizk’a:d nahoti:tf’ah tiz?axd
FUT 1 PL tati?ti:k’a:d ntahoti:tf’ah tati:?a:d
FUT 2 SG 2atiti:k’a:d nahoti:tf’ah ti:2ax
FUT 2 DL ?atito:hk’axt nahoto:ht{’ah to:h?a:
FUT 2 PL tati?tothk’a:t  ntahoto:ht{’ah tato:h?a:d
FUT 3 SG ?atito:k’axt nahoto:t’ah to:ax
FUT 3 PL tati?to:k’a:d ntahoto:t{’ah tato:?a:d
FUT 3a SG 2aztito:k’a:d naho3zto:tf’ah tfitor?a:d
FUT 3a PL tatiz?to:k’a:t  ntaho3to:tf’ah tazto:?a:d
IPFV 1 SG ?ati:fk’azh nahaftf’a:h jif?ath
IPFV 1 DL 2atizk’a:h nahwi:tf’azh jirzath
IPFV 1 PL ta?tizk’ath ntahwi:tf’ath tei:?ath
IPFV 2 SG ?ati:k’a:h nahétf’a:h ni?azh
IPFV 2 DL ?ato:hk’ath nahohtf’a:h woh?ath
IPFV 2 PL ta?to:hk’a:h ntahoht{’a:h tazh?a:h
IPFV 3 SG 2atizk’a:h nahat{’a:h jitazh
IPFV 3 PL ta?ti:zk’ath natahat{’a:h tar?ath
IPFV 3a SG ?aztizk’ath nahotfitf’azh ffizath
IPFV 3a PL taz?tizk’azh ntahotfit’a:h tatfizath
ITER 1 SG n?ti:fk’ath nindhéaftf’ah naf?a:h
ITER 1 DL nzti:k’a:h nindhwi:tf’ah néi:?a:h
ITER 1 PL nta?ti:zk’a:h nindtahwi:tf’ah  ntei:?a:h
ITER 2 SG nzti:k’a:h nindhétf’ah nani?a:h
ITER 2 DL n?to:hk’a:th ninahéhtf’ah nah?a:h
ITER 2 PL nta?to:thk’ath  ninatahohtf’ah  ntath?ath
ITER 3 SG nti:zk’ath ninahat{’ah na?ah
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Tense Person Number ’adiishk’ddh  ndhdshne’ yish’aah
ITER 3 PL nta?tizk’ath ninatahat{’ah fta:?a:h
ITER 3a SG niz?tizk’ath nindhotfit’ah ntfizath
ITER 3a PL itaz?ti:zk’ath  nindtahotfi’ah  tatfi?ath
OPT 1 SG ?ato:fk’ai nahéft’a:h wofra:d
OPT 1 DL 2ato:k’axd naho:tf’ath wo:?ad
OPT 1 PL ta?to:k’a:d ntaho:tf’azh tao:?a:
OPT 2 SG 2atodk’a:d nahé:tf’ath wo:ad
OPT 2 DL ?ato:hk’a:d naho:htf’ath wo:h?ad
OPT 2 PL ta?to:hk’a:d ntaho:htf’a:h tao:h?a:d
OPT 3 SG 2ato:k’axd nahétf’azh wérad
OPT 3 PL ta?to:k’a:d ntahétf’ath tao?a:d
OPT 3a SG ?aztok’a:t nahotf6tf’a:h tforad
OPT 3a PL taz?to:k’a:d ntahot{6tf’ath tatf62a:1
PFV 1 SG Pati:ik’a:? nahofét’a:? jizg

PFV 1 DL Pati:ik’a:? nahofi:tf’a:? jir?4
PFV 1 PL ta?tidk’a:? ntahofi:tf’a:? tei?g
PFV 2 SG ?atinitk’a:? nahosinit{’a:? jini?4
PFV 2 DL ?ato:hik’a:? nahofo:tf’a:? wo:?3
PFV 2 PL ta?to:hik’a:?  ntahofo:tf’a:? tao:?24
PFV 3 SG ati:dk’a:? naha3zt{’a:? jizg

PFV 3 PL ta?tidk’a:? ntahaztf’a:? ta:?4
PFV 3a SG 2aztidk’a:? nahotfizt{’a:? fi:24
PFV 3a PL tazeti:tk’a:? ntahotfizt{’a:? tatfi:2§

The main difficulty in Navajo seems to come from predicting
across TAM categories. Measuring the predictability within TAM
blocks (PFV cells only predicted from other PFV cells, etc.), the mean
accuracy of the system is 0.81, which is clearly much better than the
0.42 of the mean accuracy of the whole system. Looking at the best
predictors for each TAM block we get the results in Table 11. This
means that in Navajo, it is relatively easy to predict all cells of a verb
as long as you know one form for each of these blocks. Even taking the
worst predictors by TAM in Navajo, as shown in Table 12, the system
still has very high inter-predictability.
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. Table 11:
TAM  predictor accuracy

FUT  FUT.3.SG 0.947 for Navajo
IPFV  IPFV.3.SG 0.935
ITER ITER.3.SG 0.952
OPT OPT.3.SG 0.962
PFV PFV.3.SG 0.863

] Table 12:
TAM  predictor accuracy

FUT  FUT.3LSG 0.805 for Navajo
IPFV  IPFV.1.PL 0.707
ITER ITER.1.PL 0.740
OPT OPT.1.PL 0.731
PFV PFV.2.SG 0.645

This does not quite mean that Navajo necessarily requires five
principal parts. Table 13 shows that for FUT, IPFV, and OPT, the model
gets a relatively high accuracy from at least one cell from a different
TAM block. These results come from choosing the best predictor found
in a different TAM block. For FUT, the accuracy is lower (0.81), and
for PFV the accuracy is very low (0.403). This shows that the main
difficulty comes from predicting PFvV from non-PFV cells.

What the Navajo example shows is that even apparently very com-
plex systems like Navajo have only limited I-complexity in the sense
that this complexity is mostly restricted to predicting across certain
TAM features, and it is not a general property of the whole system.

A different, but equally important question is whether the number
of lexemes in a corpus impacts our estimates of I-complexity. I built a

predictor predicted accuracy Table 13:
ITER.3S.SG  FUT.3L.SG 0.816 for Navajo
OPT.31.SG IPFV.3S.SG 0.846

FUT.3S.SG  ITER.1.DL 0.710

IPFV.3S.SG OPT.30.PL 0.803

OPT.30.PL PFV.3.PL 0.403
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the mean accuracy from the sample size and the part of speech (verb,
noun, or adjective) and controls for language by part of speech.>° Fig-
ure 2 shows the marginal effects of sample size on the mean accu-
racy. Overall, there is an effect of sample size on mean accuracy, but
this effect is relatively small, especially for adjectives. For verbs and
nouns, the model does not show any noticeable difference between
2000 and 5000 lexemes, but the difference between 200 and 5000 is
more clear. While having larger sample sizes can lead to higher accu-
racy estimates, it is not clear that relatively small number of lexemes
produce bad estimates. Moreover, we can be confident that higher
sample sizes lead to higher mean accuracy, meaning that estimates on
small sample sizes work well as a lower bound. The consequence is
that we can study I-complexity for languages using this method even
if we only have access to relatively small datasets. This is a key result.
This method allows us to study the I-complexity in languages with

491 used Stan (Carpenter et al. 2017) with brms Biirkner (2017) for all models
in this paper.

50 The formula in question in brms is mean-accuracy ~ mo(sample_size)
* pos + (1 + mo(sample_size) | language/pos), where mo is a function
to declare monotonic effects.
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considerably smaller resources than those needed when using LSTMs
(Cotterell et al. 2019).

E-complexity

As introduced in Section 3.2.1, we measure E-complexity in terms of
the fragmentation of the proportions between cells. Figure 3 shows
the mean fragmentation by language and sample size. For the most
part, fragmentation stays relatively stable across sample sizes except
for Northern Kurdish (kmr). %!

At the same time, the mean fragmentation for most languages
is higher than 2. This result shows that inflectional pairs of the form
stem + ending 1:stem + ending 2 are not the most common pattern in our
sample, and it shows that it is much more common to have at least two
breaks in inflectional pairs. This is even true in European languages
which are usually analysed in segmentation-based approaches as be-
ing composed of a (mostly invariant) stem and an ending. This does
not seem to be the most common situation on average. While these
fragmentation values are dependent on the chosen formalization of
proportions, they do suggest that for studies of inflectional complexity
methods which focus on suffixes and prefixes, and ignore alternations
within inflected words, could underestimate E-complexity.

Another important implication of these results is that approaches
which follow segmentation based on linguistic traditions, and which
are not designed to be language-independent, are likely to overesti-
mate the complexity of some languages, and to underestimate the
complexity of other languages. To illustrate this point, we can look
at the fragmentation of Arabic (ara), Spanish (spa), and English (eng)
verbs. The mean fragmentation of English verbs is of approximately
2.1, for Spanish verbs in the 5000 verb sample is of approximately 3.5,
and the mean fragmentation of Arabic verbs is of about 4. However, if
one simply follows traditional descriptions of these three languages,
Arabic is often characterised as having triconsonantal stems with dif-
ferent affixing schemas, while Spanish and English are characterised

51 The large difference in fragmentation of Kurdish between the smaller and
larger datasets is due to a subset of lexemes with additional periphrastic cells.
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as being a stem + ending type of languages. Our results show that the
difference (at least in terms of E-complexity) between Arabic on the
one hand, and Spanish and English on the other, is not a categorical
one, but rather a gradient one. While Arabic is in fact more complex
than English and Spanish, Spanish is much closer to Arabic than it is
to English.

Unlike I-complexity, we do find large variation in the E-complex-
ity of different languages, anywhere between 2 and 6 mean fragmen-
tation. This, despite the fact that our method treats all types of stem
changes in the same way. The result shows that some languages make
use of substantially more discontinuous markers (i.e. markers which
happen at separate positions) than others.

As with accuracy, we are interested in exploring how sample sizes
affect our estimates of fragmentation. I fitted a log-normal model>2
with the same predictors as for accuracy.>® The result is similar to
the others for accuracy, but the effect goes in the opposite direction
in terms of complexity, that is, the larger the sample size, the higher
the E-complexity. This can be seen in Figure 4. Smaller sample sizes

adj n v

5000 ———— 5000+ ——— 5000 ———
2000 ——— 2000 ——— 2000 ———
i
"
o
£ 1000+ C——— 1000 ——— 1000 ———
b
500 { C——— 500+ ——— 500 ——
200 { —Em— 200 { 42 200 { =2

21 2.4 2.7 30 200 225 250 275 250 275 300 325 3.50
fragmentation

527 used a log-normal likelihood because our mean fragmentation values can
only be positive.

53 Ag before: accuracy ~ mo(sample_size) * pos +
(1 + mo(sample_size) | language/ pos).
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underestimate the E-complexity of the system, but the effect is very
small. Even at only 200 lexemes, the estimates are very close to the
estimates with 5000 lexemes. The likely explanation for this effect is
that larger samples contain more unique inflection patterns, or sup-
pletive forms which increase the mean fragmentation of the system.

E- and I-complexity trade-offs

A question that has been asked multiple times in typology is the
relation between the complexity of different parts of a grammati-
cal system. With respect to morphology in particular, Cotterell et al.
(2019) propose a negative correlation between E- and I-complexity.
Namely, the authors find that as I-complexity increases, E-complexity
decreases, and the other way around. Cotterell et al. (2019) use a LSTM
approach to estimate the I-complexity of 36 languages, and paradigm
size as a measure of E-complexity.>* The implication is then that there
is effectively a trade-off in terms of complexity, and thus, arguably, a
sort of upper level of complexity for any inflectional system.

First, we want to compare the I-complexity results against E-com-
plexity measured in terms of paradigm size. Figure 5 shows the mean
accuracy by language and part of speech vs the number of cells in the
relevant paradigm.®® Unlike in the case of results reported by Cot-
terell et al. (2019), there does not appear to be any type of correlation
between I-complexity and the number of cells. There are two possi-
ble reasons for this discrepancy in results. One possibility is that our
approach to measuring I-complexity just does not show the type of
correlation that Cotterell et al. (2019) found. While this is possible,
it is not possible to test this explanation without direct access to the
original dataset used in that paper.®® The alternative is that there is

54However, Cotterell et al. (2019) only count the number of different cell
realisations, rather than total number of cells listed.

55Since some paradigms have a small amount of variation in the number of
cells a lexeme allows depending on the type of lexeme, I take the maximum
possible number of cells.

56 Cotterell et al. (2019) also use UniMorph data, but it is not completely clear
which version was used, because these datasets have seen changes since the orig-
inal study was published.

[ 460 ]



The typology of inflectional complexity

L]
X 4 L]
"; 08 80° oo, . e o
0.9 ZE NI ’ ‘
L4 L]
(A ° .
:'. . ® . .’ ®
=g, ’ .
L] LY .
> o0 L4
E se pos
3 07 . ° adj
Q .
e * . ©n
8 o v
2 L]
0.5
L]
L]
0 50 100 150 200 250
N. cells

bias in the dataset used by Cotterell et al. (2019), and that a larger
dataset removes any sort of bias of their smaller dataset.

However, this type of approach assumes that the relation between
E- and I-complexity happens at the level of the whole inflectional sys-
tem. There is no apriori reason why this should be the case, however.
It is more likely that the correlation, if any, should happen at the in-
dividual pattern level. For example, it is possible that relatively sim-
ple suffixing proportion with low fragmentation like X = Xa will also
be easier to predict than more complex proportions with higher frag-
mentation like uXiY <= XaYo. To test this hypothesis, I fitted a bino-
mial model predicting the accuracy of each pattern from its fragmen-
tation and controlled for language. Because there is so much data,
and so many proportions, I had to downsample the dataset.>” First,
I restrict the model to results from the datasets with 1000 lexemes.
Additionally, since verbs can have many cells (sometimes in the hun-
dreds), I took a random sample of 500 proportions per language for
the verb dataset which left us with around 10,000 proportions instead
of 100,000 (about 6000 for nouns and 1800 for adjectives). This leaves

57 The issue arises because fitting the group-level effects with a correlation
structure is very slow and difficult (i.e. the funnel geometry of the space leads to
divergences in the sampling).
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us with a smaller dataset, which should still contain enough informa-
tion to allow us to estimate any effects in the data.

I fitted a binomial model predicting pattern accuracy from its frag-
mentation. The question boils down to: is there are relation between
the I-complexity of a pattern and it’s E-complexity? I also controlled
for the type frequency of the pattern in the cell,®® as well as language
and part of speech.>® The main coefficients for the model are shown
in Figure 6. The results show a negative effect of the proportion’s frag-
mentation on the model’s accuracy predicting it, and, as expected, a
clear positive effect of frequency on accuracy, meaning that more fre-
quent proportions are easier to predict than less frequent ones. Since
accuracy is the opposite of complexity, it means is that a higher frag-
mentation in a pattern generally leads to higher complexity. This re-
sult is effectively the opposite of a complexity trade-off. More complex
proportions in terms of E-complexity also tend to be harder to predict,
while simpler proportions tend to be easier to predict.

58 A very frequent pattern, i.e. a pattern that applies to many lexemes in a
cell, could be easier to predict than a rarer one. The frequency of a pattern by
cell could be correlated with its complexity.

59The brms model was the following: correct | trials(total) ~ 1 +
fragmentation + log(total) + (1 + fragmentation | language/pos)
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Understanding why this effect happens in our data is not com-
pletely straightforward, but there are some potential explanations.

If more complex proportions are harder to predict, a reasonable
hypothesis is that the number of infixes in the proportions might be
driving this effect. To test this, we first look at the mean number of
infixes in low and high accuracy proportions. I looked at the results
from the datasets with 1000 lexemes. From these, I then extracted
the 100 proportions with highest accuracy, and the 100 proportions
with lowest accuracy for each language. The results shown in Figure
7. The pattern is clear: the most accurate proportions systematically
have the same or fewer number of infixes than the least accurate pro-
portions.

Next, we can approach the question from the opposite direction
and only look at the best performing proportions. For this, I further
restricted the sample to proportions with a frequency of between 2
and 100 (to control for effects of very high frequent proportions). I
also abstracted away all concrete material and matching potential to
get basic skeletal patterns: [ <X>.= <X>.]. Then, I extracted the
10 most frequent proportions among those with an accuracy of 1,
those with an accuracy higher than 0.95, and those with an accu-
racy higher than 0.9, and then compare their relative frequency in
those subsamples to their relative frequency in the whole dataset. I
did this experiment aggregating across all languages. The results of
this comparison are shown in Table 14. By comparing the values in
columns ‘acc=1’, ‘acc>0.95’, ‘acc> 0.9’ to the values in the baseline
column ‘total sample’, one can see the extent to which a pattern is
over-represented among the most-accurate proportions, relative to its
overall frequency.

Out of the 10 most frequent proportions on the three subsam-
ples, only [ <X>.= <X>.] shows any clear difference in relative fre-
quency between the subsample and the whole sample, but this differ-
ence is considerable. For the subsample on proportions with accuracy
of 1, this takes up 0.1 additional total frequency than in the whole
sample. What this mean is that the proportion [<X>.= <X>.] is
very common among easy to predict proportions, while we observe
more proportions with more infixes among the harder to predict pro-
portions. This helps create the observed correlation between E- and
I-complexity.
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Table 14: Relative frequency of most accurate proportions

Proportion acc=1 acc > 0.95 acc> 0.9 Total sample
<X>.= <X>. 0.49 0.44 0.43 0.39
<X>.<X>.=<X>.<X>. 0.09 0.10 0.10 0.09
<X>.<X> s <X>.<X> 0.07 0.07 0.07 0.07
<X>.<X> s <X>.<X>. 0.06 0.06 0.06 0.05
<X>.<X>. 5 <X>.<X> 0.04 0.05 0.05 0.05
<X>.= <X> 0.03 0.03 0.03 0.03
<X> = <X>. 0.02 0.02 0.03 0.03
<X>.<X>.<X> 5 <X>. <X>.<X> 0.02 0.02 0.02 0.02
<X>.<X>. 5 <X><X>. 0.01 0.01 0.02 0.02
<X><X>. s <X>.<X>. 0.01 0.01 0.01 0.02
CONCLUSION

In this paper, I have presented an approach to the typology of
paradigm complexity in the spirit of Word and Paradigm morphol-
ogy. I argue that a W&P approach is advantageous for doing cross-
linguistic work in inflectional morphology for multiple reasons. First,
it gets around the segmentation problem, and second, it allows for
relatively simple formalisation in the form of proportional analogies
that can be used for efficient automatic induction. I have presented
a concrete formalisation of proportional analogies, using named vari-
ables with matching potential, restricting morphological patterns to
be defined from the word boundary. With this formalisation, I have
shown that it is possible to measure both E- and I-complexity in many
typologically diverse morphological systems.

The results confirm previous results in the literature (Ackerman
and Malouf 2013). The I-complexity of most morphological systems
examined were relatively low, and increasing sample sizes leads to a
reduction in system complexity. In contrast, E-complexity is less con-
sistent across languages and parts of speech. The results also show
that there is a clear correlation between I- and E-complexity of in-
dividual patterns: patterns with higher E-complexity lead to higher
I-complexity. At the same time, there does not seem to be a clear cor-
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relation between I-complexity and paradigm size as has been reported
in the literature. The lack of a trade-off between different levels of mor-
phological complexity also point towards the conclusion that, among
morphologically complex languages, some are decidedly more com-
plex than others.

There are also some wider implications for the study of morpho-
logical typology in general. Using automatic induction has the advan-
tage of being neutral to linguistic tradition, and it allows for systematic
and comparable analysis for different languages. The fact that some
languages have traditionally been described as using root-and-pattern
morphology, or suffixes plus phonological rules for stem alternation,
does not play a role in this approach since we analyse everything from
a purely surface-based perspective. This is important because it is a
fundamental requirement to be able to carry out large scale quantita-
tive studies of morphological systems.

From a methodological perspective, this paper offers two contri-
butions. First, I have shown that computational work in inflectional
morphology is feasible with a relatively small number of lexemes.
While this is not a completely new insight, it is important to empha-
sise this point. The fact that data is somewhat limited for many lan-
guages does not mean that we need to exclude them in computational
approaches to morphology, it just means that we need to use tools ca-
pable of coping with small datasets. Second, I provided a new imple-
mentation of proportional analogies based on a new formalism. I have
shown one potential application of this method to the estimation of
inflectional complexity, but other applications are possible, and there
is potential for further research on automated morphological analysis.
At the same time, while this new formalism can capture a relatively
wide range of phenomena, there are still some gaps which we aim to
cover in future work, like inducing different types of reduplication and
implementing feature structures.
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inflection and derivation
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ABSTRACT

In morphology, a distinction is commonly drawn between inflection
and derivation. However, a precise definition of this distinction which
reflects the way it manifests across languages remains elusive within
linguistic theory, typically being based on subjective tests. In this
study, we present 4 quantitative measures which use the statistics of a
raw text corpus in a language to estimate to what extent a given mor-
phological construction changes the form and distribution of lexemes.
In particular, we measure both the average and the variance of this
change across lexemes. Crucially, distributional information captures
syntactic and semantic properties and can be operationalised by word
embeddings.

Based on a sample of 26 languages, we find that we can recon-
struct 89+ 1% of the classification of constructions into inflection and
derivation in UniMorph using our 4 measures, providing large-scale
cross-linguistic evidence that the concepts of inflection and deriva-
tion are associated with measurable signatures in terms of form and
distribution that behave consistently across a variety of languages.

We also use our measures to identify in a quantitative way
whether categories of inflection which have been considered non-
canonical in the linguistic literature, such as inherent inflection or
transpositions, appear so in terms of properties of their form and dis-
tribution. We find that while combining multiple measures reduces
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the amount of overlap between inflectional and derivational construc-
tions, there are still many constructions near the model’s decision
boundary between the two categories. This indicates a gradient, rather
than categorical, distinction.

INTRODUCTION

In the field of morphology, a distinction is commonly drawn between
inflection and derivation. This distinction is intended to capture the
notion that sometimes morphological processes form a “new” word
(derivation), whereas other morphological processes merely create
a “form” thereof (inflection) (Booij 2007). While the theoretical un-
derpinnings and nature of this distinction are a subject of significant
and ongoing debate, it is nevertheless employed throughout theoreti-
cal linguistics (Perlmutter 1988; Anderson 1982), computational and
corpus linguistics (Hacken 1994; McCarthy et al. 2020; Wiemerslage
et al. 2021), and even psycholinguistics (Laudanna et al. 1992; MacKay
1978; Cutler 1981).

To a large degree, dictionaries and grammars roughly agree
on which morphological relationships are inflectional and which
are derivational within a given language. There is even a degree
of cross-linguistic consistency in the constructions which are typi-
cally/traditionally considered inflections - e.g. tense marking on verbs
is considered to be inflectional across a wide range of languages
(Haspelmath 2024; Bybee 1985, pp. 21-22). This cross-linguistic con-
sistency is highlighted by the development of resources such as Uni-
Morph (Batsuren et al. 2022), a multilingual resource which anno-
tates inflectional constructions across over a hundred languages using
a unified feature scheme and, more recently, also includes deriva-
tional constructions from 30 languages. UniMorph data is extracted
from the Wiktionary open online dictionary,! which organises con-
structions into inflections and derivations based on typical descriptive
grammars for a given language, rather than any particular linguistic
theory. The inflection—-derivation distinction in UniMorph is therefore

1 https://www.wiktionary.org/
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determined by what Haspelmath terms traditional comparative concepts
(Haspelmath 2024), which are informed by the traditional structure of
Western dictionaries and grammar books. The success of this initiative
indicates a high degree of cross-linguistic overlap in what morphosyn-
tactic features are considered inflectional.

Despite this relative consistency at the level of annotation, there
is considerable disagreement among linguists about the fundamental
properties that might underlie or explain these traditional categorisa-
tions — such as the degree of syntactic or semantic change, or the cre-
ation of new words. As an example, Plank (1994) covers no fewer than
28 tests for inflectional and derivational status. Upon applying them to
just six English morphological constructions, Plank (1994) finds con-
siderable contradictions between the results based on different cri-
teria. Such difficulties in producing a cross-linguistically consistent
definition have led many researchers to conclude that the inflection—
derivation distinction is gradient rather than categorical (Bybee 1985;
Spencer 2013; Copot et al. 2022; Dressler 1989; Stekauer 2015; Cor-
bett 2010; Bauer 2004) or to take the even stronger position that the
distinction carries no theoretical weight at all (Haspelmath 2024).

One major issue in evaluating these theoretical claims is the lack
of large-scale, cross-linguistic evidence based on quantitative mea-
sures (rather than subjective tests). Work in theoretical linguistics has
established that the intuitions underlying subjective tests can be prob-
lematic in certain cases (Haspelmath 2024; Plank 1994). Even so, it is
possible that measures based on these subjective tests could indeed be
used to classify the vast majority of morphological relationships across
languages in a way that is consistent with traditional distinctions. If
so, a large-scale empirical study could also provide evidence regard-
ing the gradient versus categorical nature of the inflection—derivation
distinction.

Several previous studies have shared our goal of operational-
ising linguistic intuitions about the inflection—derivation distinction
and applying them on a large scale, but these studies have been lim-
ited in terms of both the sample size and diversity of the languages
studied and the comprehensiveness and generality of the measures
used. In particular, Bonami and Paperno (2018) and Copot et al
(2022) explored semantic and frequency-based measures of variability
in French, aiming to test the claim that derivation tends to introduce
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more idiosyncratic (variable) changes than inflection. Meanwhile, Rosa
and Zabokrtsky (2019) looked at the magnitude of orthographic and se-
mantic change between morphologically related forms in Czech, fol-
lowing the claim that derivation tends to introduce larger changes than
inflection. All of these studies found differences on average between
(traditionally defined) inflectional and derivational constructions but
also considerable overlap. That is, results so far are consistent with the
view that although quantitative measures do align to some extent with
the two traditional categories, the distinction between inflection and
derivation is at best gradient. Moreover, these studies provide little
evidence that quantitative measures would be sufficient to determine
the inflectional versus derivational status of a new construction with
any accuracy. However, it is possible that the picture could change
when a wider variety of languages is included, especially if we also
consider a larger number of measures at once.

In this paper, we take inspiration from both linguistic theory and
the studies above to develop a set of four quantitative measures of
morphological constructions, which capture both the magnitude and
the variability of the changes introduced by each construction. Cru-
cially, our measures can be computed directly from a linguistic corpus,
allowing us to consistently operationalise them across many languages
and morphological constructions. That is, given a particular morpho-
logical construction (such as “the nominative plural in German”) and
examples of word pairs that illustrate that construction (e.g. “Frau,
Frauen”, “Kind, Kinder”), we compute four corpus-based measures —
two based on orthographic form and two based on distributional char-
acteristics — which quantify the idea that derivations produce larger
and more variable changes to words compared to inflections (Spencer
2013; Plank 1994).

We then ask whether, for a given construction, knowing just these
measures is sufficient to predict its inflectional versus derivational sta-
tus in UniMorph. In other words, to what extent can purely quantita-
tive information about wordforms and corpus distribution recapitulate
the linguistic intuitions, subjective tests, and comparative concepts
encapsulated in the UniMorph annotations? If, across a variety of lan-
guages, belonging to different grammatical traditions, language fami-
lies, and morphological typologies, the UniMorph annotations can be
predicted with high accuracy based on our four measures, this would
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provide evidence that traditional concepts of inflection and derivation
do closely correspond to intuitions about the different types of changes
inflection and derivation induce.

To explore this question, we train two different types of machine
learning models (a logistic regression classifier and a multilayer per-
ceptron). For each construction in our training set, the models are
trained to predict whether the construction is inflectional or deriva-
tional, given just four input features: our measures of the magnitude
and variability of the changes in wordform and distributional repre-
sentations. Since we are interested in the cross-linguistic consistency
of these predictors, the models are not given access to the input lan-
guage or any of its typological features. In experiments on 26 lan-
guages (including five from non-Indo-European families) and 2,772
constructions, we find that both models are able to predict with high
accuracy whether a held-out construction is listed as inflection or deri-
vation in UniMorph (83% and 89%, respectively, for the two models,
compared to a majority-class baseline of 57%). We additionally find
that our distributional measures alone are more predictive than our
formal ones, and our variability measures alone are more predictive
than our magnitude ones; nevertheless, combining all four features
yields the best results. Additionally, in Section 7, we investigate which
inflectional categories are particularly likely or unlikely to be classified
as inflection by our model, notably finding that inherent inflection
is particularly likely to be classified as derivation by our model, in
line with Booij’s (1996) characterisation of inherent inflection as non-
canonical.

Together, these results provide large-scale cross-linguistic evi-
dence that despite the apparent difficulty in designing subjective tests
to definitively identify inflectional versus derivational relations, the
comparative concepts of inflection and derivation are nevertheless as-
sociated with distinct and measurable formal and distributional signa-
tures that behave relatively consistently across a variety of languages.
Further analysis of our results does not, however, support the view
of these concepts as clearly discrete categories. Although combining
multiple measures reduces the amount of overlap in feature space be-
tween inflectional and derivational constructions, we still find a gradi-
ent pattern, with many constructions near the model’s decision bound-
ary between the two categories.
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MOTIVATION FOR OUR MEASURES

In order to explore our question of interest, we need to operationalise
some of the linguistic properties that have been argued to differentiate
inflection from derivation. This section briefly reviews some of those
properties and explains, at a high level, how they relate to corpus-
based measures. We defer the detailed definitions of these measures
to Section 3.

We take inspiration from the framing of Spencer (2013), who ar-
gues that morphological processes are characterised by changes to one
or more of the four components of a wordform: 1. its form (the string
of phonemes which make up its pronunciation), 2. its semantics 3. its
syntax (e.g. part of speech and argument structure), and 4. its “lexical
index”, a number corresponding to the abstract “word” to which the
wordform belongs. Within this framework, a traditional view of the
inflection—-derivation distinction would be that inflections are those
morphological relations between entries that differ in a number of
aspects but have the same lexical index; whereas derivation corre-
sponds to regular transformations that produce words with a different
lexical index. Spencer argues instead for a taxonomy of morpholog-
ical processes that focuses not just on lexical index, but on changes
to any of these four components. Within this taxonomy, canonical
inflections tend to produce small changes to one or a few compo-
nents, whereas canonical derivations make large changes to more
components. Indeed, in Spencer’s view, some cases classically con-
sidered derivational, such as transpositions, do not change the lexi-
cal index. Furthermore, words may be related by an inflectional pro-
cess, yet (through semantic drift) have distinct lexical indices (e.g.
khaki, a colour, and khakis, a type of pants). While this may seem
counter-intuitive under traditional views of inflection and derivation,
it is important to note that the concept of lexical index goes beyond
the inflection-derivation distinction, but rather aims also to capture
empirical effects observed within psycholinguistics, such as priming
effects in lexical decision tasks. While it has been argued that these
effects align with the inflection-derivation distinction (Laudanna et al.
1992; Kirkici and Clahsen 2013), this represents an independent basis
for notions of words being the “same” or “different”.
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While Spencer de-emphasises the classical distinction between in-
flection and derivation, we treat his taxonomy of morphological pro-
cesses as a continuous extension of the inflection and derivation dis-
tinction. Doing so naturally unifies many existing diagnostics. It both
captures and generalises correlations like derivations causing larger
changes in the semantics or changing part of speech, and also suggests
less frequently discussed correlations, such as derivational relations
typically involving larger changes to the form of a word.? The notion
of lexical index, while not directly observable, captures the notion of
being the “same” or “different” word.

Importantly, it is (at least theoretically) possible to characterise a
great deal of information about each of these aspects from text corpora
alone. For languages with alphabetic writing systems, such as those we
consider here, form is largely encoded in the orthography. Syntactic
part of speech can be determined with high accuracy by the context
in which words appear (He et al. 2018). Finally, the distributional se-
mantic hypothesis (Harris 1954) holds that semantically similar words
appear in similar types of contexts; this hypothesis is supported by the
empirically impressive correlation of similarities in word embedding
models like FastText (Bojanowski et al. 2017) with human semantic
similarity judgements. However, these vectors also capture substantial
amounts of information about a word’s syntactic category, as opera-
tionalised by its part of speech (Pimentel et al. 2020; Lin et al. 2015).
Because of the distributional nature of meaning, it is in fact difficult to
induce a space from pure language data where distance corresponds
to syntactic similarity entirely independently from semantic similarity.
While there is prior work on inducing such representational spaces
(e.g. He et al. 2018; Ravfogel et al. 2020), due to our complex and
highly multilingual setting, we instead choose to collapse the distinc-
tion of syntactic and semantic change made by Spencer, focusing on
what is captured by embeddings designed primarily for capturing se-
mantics but which also capture syntactic information. In particular,
we use FastText embeddings, described in more detail in Section 3.2.

In addition to considering the size of the changes made to these
aspects of words by a construction, we also consider the variability

2This is suggested, though not explicitly, by criteria like Plank’s (1994)
“derivational morphemes resemble free morphs.”
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of these changes. Words with different lexical indices are thought to
have processes like semantic drift apply separately from each other
(Spencer 2013; Copot et al. 2022; Bonami and Paperno 2018), which
Copot et al. (2022) carefully links to variability in semantics. We also
consider variability in the changes made to the form. This aspect has
been under-explored in prior computational work. Following Plank’s
(1994) claim that formal variablity is greater for derivations than in-
flections, we would expect that allomorphy is greater for derivations
than inflections, perhaps relating to the idiosyncrasies in the applica-
tion of derivational allomorphs, as well as the semantic inconsistencies
of derivation.

Another thread of research inspiring this particular factorisation
comes from the field of natural language processing. There, the in-
terplay between formal and distributional aspects within morphology
has been widely investigated, both in derivational morphology (Cot-
terell and Schiitze 2018; Deutsch et al. 2018; Hofmann et al. 2020), as
well as in unsupervised morphological segmentation, which typically
covers both inflection and derivation (Schone and Jurafsky 2000; Sori-
cut and Och 2015; Narasimhan et al. 2015; Bergmanis and Goldwater
2017).

Because debates about inflectional and derivational status typi-
cally focus on constructions such as “the nominal plural in German”
or “the addition of the —ion nominalisation morpheme to verbs in En-
glish,” this is the level at which we perform our analysis. Examples
of constructions from our dataset are shown in Table 1. We define
a construction here as a unique combination of a morpheme (given in
a canonical form like —ion for derivation or as morpho-syntactic fea-
tures for inflection), initial part-of-speech, constructed part-of-speech,
and language. That is, we do not group morphemes across languages,
nor do we group derivations with identical canonical forms which ap-
ply to or produce different parts of speech. This decision is motivated
by examples like agentive —er vs. comparative —er in English, which
differ only in the parts of speech which they apply to and produce.
While there is some asymmetry in the way this grouping is handled
between inflection and derivation, we do not believe this substantially
affects our results. For further discussion, see Section 8.1.

Choosing to analyse constructions, rather than individual pairs
of words, also has the advantage that any unusual behaviour of
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Table 1: Sample of an inflectional construction (upper table, German nominative
plural) and derivational construction (lower table, English verbal nominalisation
with —ion) in our data

Base Constructed  Morph.  Start POS End POS Language
Frau Frauen NOM;PL N N DEU
Auge Augen NOM;PL N N DEU
Lehrerin  Lehrerinnen = NOM;PL N N DEU
Kind Kinder NOM;PL N N DEU
Base Constructed Morph. Start POS End POS Language
protrude protrusion —ion \% N ENG
defenestrate  defenestration —ion \Y% N ENG
redecorate redecoration —ion \Y% N ENG
elide elision —ion \Y% N ENG

individual pairs will tend to get smoothed out as we are looking at
a large number of pairs for each construction (see Section 4 for de-
tails). While individual word pairs within a construction may have
quite variable distributional properties, the general tendencies of that
construction may paint a picture that is more clearly in line with no-
tions of inflection and derivation.

Given that we are working at the level of constructions, the four
quantities we wish to measure for each construction are:

* Mporm and Vgom: the average magnitude of the change in form
induced by a construction, and the variability of that change.

* Mgmbeda and Venpeq: the average magnitude of the change in se-
mantic/syntactic embedding space induced by a construction,
and the variability of that change.

The following section describes how these measures are computed
for each construction.
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METHOD

In this section, we define Mgy;m, Viorm> Membed> aNd Vempeq for con-
structions with N pairs of words (b;, ¢;), where b; is the base word,
and c; the constructed word which results from applying the morpho-
logical construction.

Orthography-based measures

In this study, we use orthography as a proxy for phonological form,
as discussed in Section 2. For each construction, we measure the mag-
nitude of the change in form Mg, using the Levenshtein edit dis-
tance (Levenshtein 1966): we simply compute the average distance
between each pair of words in the construction (assuming all edits
count equally). For a construction with N word pairs (b;, ¢;), this met-
ric is given as follows:

N
1) Mrorm = Il\lz EDITDISTANCE(D;, ¢;).
i=1

To measure the variability of the change in form Vg, (a measure
of the construction’s degree of allomorphy), we start by constructing
an edit template for each word pair, which describes the changes made
to the base in a way that abstracts away from specific string positions.
For example, the pair (tanzen, getanzt) yields the edit template ge_XXt,
meaning “start by writing ge, copy from the base form, delete the last
two characters, and append t.” Similarly, the edit template for the pair
(Sohn, S6hne) produces the edit template _X6_e. This example high-
lights two important design decisions for these edit templates. First,
we abstract out any variation in length of the spans which are shared
with the input. This is based on the assumption that these reflect vari-
ation in the base form itself rather than morphological allomorphy. In
our dataset, which does not contain any languages with templatic mor-
phology, this assumption works well; however, future studies wish-
ing to extend to such languages should revisit this assumption. Sec-
ondly, because we operate over orthographic form rather than the
true form phonetics/featural information, edits which are considered
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“the same” in linguistic theory may sometimes be considered different
and vice-versa. Here, a linguist might describe this plural allomorph
as adding +FRONT to the vowel’s features, which would cover the tem-
plates _X6_e, _Xa_e, and _Xi_e. However, addressing this issue is
outside the scope of this study.

Having so defined a description of the change in form with a sen-
sible equality metric (i.e., not reliant on the length of the base), it
remains to measure how much this change varies within a given con-
struction. We take the edit template for each word-pair in a construc-
tion and compute its edit distance with each of the other edit tem-
plates in the construction, reporting the frequency-weighted pairwise
edit distance as our measure of variability. That is, if an edit template
T; appears at a rate Fr,, and there are M edit templates for a construc-
tion, this metric is computed as

M M

(2) Vrorm = Z Z Fr -Fr - EDITDISTANCE(T;, T}).
i=1 j=1

For example, suppose we have a morpheme with two edit templates:
_as, used 80% of the time, and _os, used 20% of the time. Then
this measure would be 0.8-0.2 - EDITDISTANCE(_as, _o0s)+0.2-0.8-
EDITDISTANCE(_os, _as) = 0.32. This measure goes beyond simply
counting allomorphic variants by weighting them both in terms of
how different they are from each other, and by how widely they are
applied in the lexicon.

Distributional-embedding-based measures

To approximate the semantic and syntactic properties of the words in
our study, we use type-based (non-contextual) distributional word em-
beddings. Specifically, we use the FastText vectors for each language
released by Bojanowski et al. (2017);3 these were trained on Com-
mon Crawl* and Wikipedia data, which was automatically tagged by
language to train language-specific embedding models (Grave et al

3 https://fasttext.cc/docs/en/crawl-vectors.html
4 https://commoncrawl.org/
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2018). These FastText vectors are known to correlate well with hu-
man semantic similarity scores (Vuli¢ et al. 2020; Bojanowski et al.
2017), and are more commonly used as models of semantics than syn-
tax.® However, there is evidence from the literature in unsupervised
part-of-speech tagging (He et al. 2018; Lin et al. 2015) and probing
(Pimentel et al. 2020; Babazhanova et al. 2021) that they also encode
syntactic information.®

One complicating aspect of our use of FastText vectors is that
they include distributional information not only at the word, but the
sub-word level. The nature of this information is itself purely distribu-
tional, relating not to the characters within those subwords, but rather
the context in which the subwords appear. Nevertheless, it means that
the distance between words in this distributional embedding space can
be influenced by how similar they are in terms of form, when they
share subwords. The primary goal of our study is identifying whether
there are signals present in a raw text corpus which can reliably dis-
tinguish between inflection and derivation. As such, while the inclu-
sion of FastText embeddings is motivated by their ability to represent
semantic and syntactic similarity, that they include some formal in-
formation is not an issue to this primary question. It does somewhat
complicate the question of assigning relative importance to formal vs
distributional features, an issue we return to in Section 8.1.

5Recent studies have shown that embeddings from newer large language
models such as mBERT (Devlin et al. 2019) and XLM-R (Conneau et al. 2020)
correlate even better than FastText embeddings with human judgements of se-
mantic similarity (Bommasani et al. 2020; Vuli¢ et al. 2020). However, these
context-dependent token-level embeddings would require further processing to
produce the type-level similarities needed for our study, and we know of no strat-
egy to do so that is validated to work with the type of resources available for our
data. For example, the methods explored by Bommasani et al. (2020) and Vuli¢
et al. (2020) are either shown to work well only for monolingual context mod-
els (which are not available for all of our languages), or only for English and
multilingual models.

6Indeed, our own supplementary results suggests that these vectors encode
substantial syntactic information, and that the addition of gold-standard syntactic
category information provides little benefit over our proposed model. For further
information, please see Section 2 of the supplementary material at https://
osf.io/uztgy/.
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In principle, this issue of interpretability could be avoided by
using alternative embeddings that do not include sub-word distribu-
tional information, such as Word2Vec (Mikolov et al. 2013) or GloVe
(Pennington et al. 2014). However, FastText has several benefits over
these alternatives that we feel outweigh this issue. First, FastText mod-
els produce more accurate semantic representations of rare words (Bo-
janowski et al. 2017), which is important since many morphological
variants are rare. In addition, publicly available pre-trained FastText
embeddings are available for a much wider range of languages than
Word2Vec or GloVe embeddings. Using these pre-trained embeddings
makes our study easier to replicate and less computationally intensive,
since pre-trained Word2Vec and GloVe vectors are not available for
all the languages we include. It also makes our work easier to extend
to other languages when relevant morphological resources become
available.

Even though FastText is capable of producing vectors for words
not seen at training time, we find that including these words bi-
ases low-frequency constructions to have artificially large average dis-
tances in semantic space, so we exclude all word pairs where the con-
structed form does not explicitly appear in the vocabulary of the Fast-
Text model. This serves as an implicit cut-off for very low-frequency
forms, without requiring explicit frequency information for all of our
languages.

Given the FastText embeddings, we measure changes in syn-
tax/semantics for a construction as distances in the embedding space
between the word pairs in that construction. Specifically, for each
(base form, constructed form) pair (b;,c;), we find the Euclidean
distance between their embeddings (E(b;), E(c;)) and we compute
Mgmbea as the average Euclidean distance across all N pairs in the
construction:

N
(3)  Mgmped = %ZHE(Q‘)_E(Z’J”'
i=1

While cosine distance is more frequently used than Euclidean distance
for semantic similarity, this is typically because the vector norm is
perceived as less relevant for semantic similarity, in part because it
encodes some frequency information, at least for Word2Vec (Schakel
and Wilson 2015). However, frequency information may be useful in
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our case, since (as noted by Copot et al. 2022) the frequency of a word
is correlated with the frequency of other morphological variants of
that word, and more so when these variants have similar semantics.
Perhaps as a result, we find this metric works as well or better than
cosine distance empirically.

To measure the variability of syntactic/semantic changes within
a construction, for each word pair (b;,c;) in the construction, we
first compute the difference vector d; between the embeddings, i.e.,
d; = E(b;)—E(c;). For a construction with N pairs and K dimensional
embeddings, this yields a K x N matrix of differences D =[d; ...dy].
We then make the simplifying assumption that the covariance between
the dimensions of D is zero, which allows us to estimate the variance
of D (and thereby Vgpeq) @s the sum of the variances of the individual
dimensions k:

K
4 Vembea = Zvar(Dk,*);

k=1
where Dy, is the k-th row of D.

While assuming zero covariances is not necessarily realistic (we
do observe covariances which are non-zero), accurately estimating
the full covariance matrix and/or its determinant requires at least as
many data points as the number of dimensions in the matrix (Hu et al.
2017). As the number of dimensions in the FastText embeddings is
300, fulfilling such a criterion would severely limit which construc-
tions and even languages we would be able to study here. Further, as
described in Sections 5 and 6, we observe a strong empirical correla-
tion between our measure of semantic/syntactic variability and inflec-
tional/derivational status in UniMorph, and find this feature highly
useful in creating classifiers of inflection and derivation, suggesting
that this simplifying assumption does not prevent the measure from
capturing relevant aspects of variability in the embedding space.

DATA

To perform our analysis, we require a multilingual resource that la-
bels pairs of words with the inflectional or derivational construc-
tion that relates them. While there are many resources that provide
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such construction-level information for inflectional morphology (e.g.
Hathout et al. 2014; Ljubesic et al. 2016; Beniamine et al. 2020; Oliver
et al. 2022), most high-quality derivational morphology resources (e.g.
Kyjanek et al. 2020) only indicate which pairs of words are related,
but not what construction relates them. An exception is the recently
released UniMorph 4.0 resource, which we use in our study because
it includes annotation of inflectional constructions for 182 languages
as well as annotation of derivational constructions for 30 of those lan-
guages.

The data and annotations in UniMorph 4.0 are semi-automatically
extracted from Wiktionary,” a collection of online community-built
dictionaries available for multiple languages. Inflectional and deriva-
tional information are extracted as follows:

« To identify and label inflectional constructions covering most
cases, tables with the HTML class property inflection-table
are extracted; some additional manual parsing is used to extract
relations which are not tabular in some languages (e.g. English
noun plurals). These tables are categorised based on their struc-
ture, and one table from each category is hand-annotated with
the UniMorph feature set for inflectional features. Inflectionally
related pairs, and the construction to which they belong, are then
obtained from the base word associated with the entry, the partic-
ular contents of a cell, and the inflectional feature set with which
that cell was annotated (McCarthy et al. 2020).

+ To identify and label derivational constructions, the set of can-
didate derivations to consider for each base form A is found by
looking at the Derived terms section of A’s Wiktionary entry. The
page for each derived term typically contains an etymology of
the form A + -B, where -B is a derivational morpheme. In such
cases, this information is added to UniMorph, together with the
parts of speech of the base form and the derived term (Batsuren
et al. 2022, 2021).

Due to the semi-automatic annotation in UniMorph 4.0, and the
community-led construction of the source data in Wiktionary, there
could be some errors or even systematic issues with the data. In par-

7 https://en.wiktionary.org/
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ticular, low-frequency forms in the inflectional data are better repre-
sented than low-frequency forms in the derivational data, because in-
flectional forms are constructed using paradigm tables which include
all inflections of a given wordform, whereas derivational forms are
added on an individual basis. However, since we necessarily exclude
low-frequency forms due to the nature of our measures, this concern is
somewhat mitigated. We also check for possible frequency confounds
in Section 5.1.8

Another potential systematic issue is that the annotation may
fail to collapse derivational allomorphs into a single construction. We
comment further on this possible issue in Section 8.1, while noting
here that our priority is to include as many languages and construc-
tions as possible so that our sample will represent a wider range of
linguistic typologies — UniMorph 4.0 contains languages with a range
of morphological typologies, uncommon inflectional features, and dif-
ferent ratios of inflections and derivations; as well as variation in other
typological variables such as syllable structure, phoneme inventory,
and syntactic variables, which could affect our measures of formal or
distributional change.

Data selection and summary

Of the 30 languages for which UniMorph 4.0 provides both inflec-
tional and derivational constructions, some are not suitable for our
current purposes. We exclude Galician because at time of writing its

8We note that data sparsity is a problem for derivational resources in gen-
eral, not just UniMorph 4.0. For example, in Batsuren et al’s (2021) eval-
uation of MorphyNet, the resource on which the derivational data in Uni-
Morph 4.0 builds, the authors find the resource tends to have low recall
and high precision when evaluated against derivational networks like Dé-
monette (Hathout and Namer 2016), despite having comparable numbers
of morphological relations. However, manual evaluation revealed that these
false positives in an overwhelming majority of cases represent real morpho-
logical relationships, indicating sparsity affects both MorphyNet/UniMorph
and other derivational resources. Our own manual and against-derivational-
network analysis of the extended UniMorph 4.0 data showed similar
trends.
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UniMorph derivation data is not publicly available; Serbo-Croatian be-
cause the UniMorph data is in Latin script while the vast majority of
Serbo-Croatian text used in the construction of the FastText vectors is
written in Cyrillic; and Nynorsk because FastText does not distinguish
between Nynorsk and Bokmaél, and Bokmél is the large majority of
written Norwegian.

As mentioned in Section 3.2, we exclude all word pairs where
the constructed form does not explicitly appear in the vocabulary
of the FastText model, due to low-quality estimates of semantic
similarity for these vectors. We also exclude constructions which
have fewer than 50 forms remaining after pre-processing, to ensure
robust estimates of the quantities of interest. Finally, we exclude
constructions where <1% of the transformed word forms are dif-
ferent from the base word forms, because UniMorph data is non-
contextual and we would need context to distinguish the base and
transformed forms. On the other hand, we ignore the problem of
across-construction syncretism (where the transformed forms are iden-
tical but express different morpho-syntactic/semantic features) in the
present work.

After performing the filtering steps above, we exclude Scottish
Gaelic from our analysis, due to a lack of constructions that meet
the inclusion criteria. This leaves us with 2,772 constructions from
26 languages: 1,587 (57.3%) of these are considered inflectional by
UniMorph, and 1,185 (42.7%) are considered derivational. Table 2
contains descriptive statistics about the representation of languages,
morphological typologies, and language families within our filtered
dataset. Indo-European languages and, accordingly, languages with
fusional typology are heavily represented in our data; however, we
also have data from five languages which are not Indo-European, rep-
resenting four major language families; and six languages with an ag-
glutinative typology. We acknowledge that many language families
with distinctive morphological typologies, such as the Niger-Congo
languages, the Inuit-Yupik languages, and the Semitic languages, are
not represented in the present study. Nevertheless, even results on
a broad range of Indo-European languages plus a few others is a
substantial advance in the typological coverage of existing work in
the area.
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Table 2: Descriptive statistics of our filtered dataset by language

Morph. Total

Language family Language typology #inf. # der. wordpairs
Indo-European (IE)  Armenian Agglutinative 67 7 41,053
IE: Romance Catalan Fusional 52 31 52,329
French Fusional 45 104 110,643

Italian Fusional 50 79 127,251

Latin Fusional 65 23 52,175

Portuguese  Fusional 69 35 122,622

Romanian Fusional 43 28 41,442

Spanish Fusional 121 88 337,923

IE: Germanic Danish Fusional 23 12 18,343
German Fusional 53 68 298,068

Dutch Fusional 21 19 36,077

English Fusional 7 225 119,543

Bokmal Fusional 14 12 50,847

Swedish Fusional 40 28 76,226

[E: Slavic Czech Fusional 96 76 103,325
Polish Fusional 92 104 164,837

Russian Fusional 94 46 292,479

Ukrainian Fusional 25 13 17,680

IE: Baltic Latvian Fusional 66 23 64,571
IE: Celtic Irish Fusional 21 10 21,894
IE: Hellenic Greek Fusional 84 3 105,358
Uralic Finnish Agglutinative 116 65 328,869
Hungarian = Agglutinative 143 65 272,760

Mongolic Mongolian ~ Agglutinative 16 15,840
Turkic Turkish Agglutinative 164 75,873
Kazakh Agglutinative 0 643

Total 1587 1185 2,948,671
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DISTRIBUTION
OF THE INDIVIDUAL MEASURES

In this section, we compare the distributions of our individual mea-
sures of constructions labelled as inflections to those of constructions
labelled as derivations in UniMorph.

The distributions of the four measures for inflectional and deriva-
tional constructions in our data are shown in Figure 1. For all mea-
sures considered, thanks to the large amount of data in the study there
is a significant difference between the mean values for inflectional
and derivational constructions (p < 0.001 under the Mann-Whitney
U test). However, we are more concerned with the direction and mag-
nitude of those differences, which vary across the four measures.

First, looking at the form measures, we see relatively small effects
of inflection-hood and derivation-hood: Cohen’s d for Mg, is 0.15,
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while for Vg, it is 0.32. Despite the small difference in Mg, be-
tween inflection and derivation, the difference does go in the expected
direction, with Mg, higher on average for derivation than inflection.
However, on average, Vg, is lower for derivation than for inflection
— the opposite of what is suggested by Plank (1994). This is discussed
in Section 8.1.

In comparison to the form measures, the embedding-based seman-
tics/syntax measures are more strongly correlated with the inflection—
derivation distinction. For Mg,,p.q, We observe a Cohen’s d of 0.67,
indicating a moderately large effect of inflection- or derivation-hood
on this measure; while for Vg,,,.q We observe a Cohen’s d of 1.09,
indicating a large effect. In both cases, we observe larger values on
average for derivations than inflections, which indicates that relative
to inflections, derivations tend to change a word’s linguistic distribu-
tion by a larger amount, and that the direction of this change is more
variable. Both of these results are consistent with standard linguistic
claims about inflection and derivation.

Prior work on French and Czech has suggested that any single one
of these measures will show substantial overlapping regions for inflec-
tion and derivation (Bonami and Paperno 2018; Rosa and Zabokrtsky
2019). Our results confirm this on a larger number of constructions
and languages for all of the measures we consider.

Effects of Frequency

A potential confounder for our measures on word embeddings is fre-
quency, since the relative frequencies of two words tend to affect their
distance in distributional embedding spaces, potentially dominating
or complicating meaning-related similarities (Wartena 2013). In fact,
Bonami and Paperno (2018) suggested that differences in frequency
may obfuscate measures of semantic distance based on current distri-
butional embedding methods (with low-frequency constructed forms
producing larger distances to a given base form than high-frequency
constructed forms). If our measures are correlated with frequency,
and frequency is also correlated with inflection- or derivation-hood,
then any correlation we find between our measures and the inflection—
derivation distinction could simply be due to this discrepancy in fre-
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quency rather than to the linguistic properties of interest.® Accord-
ingly, it is desirable to quantify these relationships with frequency.

Unfortunately, for some languages considered here, word fre-
quency information is not readily available. As a result, we restrict
ourselves to the 19 languages in our data which are available through
the wordfreq Python package. We estimate the frequency of unat-
tested word forms as 0. We find the mean frequency of constructed
inflectional word forms is less than that of derivational word forms
cross-linguistically, with Cohen’s d = 0.71, indicating a moderately
large effect. However, computing Pearson’s r statistic for the relation-
ship between constructed form frequency and the four measures under
consideration reveals that none of them have a significant linear asso-
ciation with frequency, despite the large number of word forms. While
there is a sizeable relationship between some of these measures at
the level of an individual distance measure (e.g. the distance between
E(dog) and E(dogs)), these correlations do not surface when averaged
over constructions as we do in this study (e.g. the average distance
between a noun and its plural form in English). As such, while our
results do not contradict the concerns of Bonami and Paperno (2018),
we find we are able to sidestep them in our present study by utilising
a per-construction level of analysis: the effects we find here cannot be
explained by frequency of constructed forms.

PREDICTING INFLECTION
AND DERIVATION

In this section, we investigate how well the characterisation of inflec-
tion and derivation given by the UniMorph dataset can be captured
by our measures. To do so, we use these measures as input features
to simple classification models, which are trained to predict whether
a given construction is listed as inflection or derivation in UniMorph,

2 The reverse could also be a problem: that is, if our measures are correlated
with frequency, but inflection and derivation are not correlated with frequency,
then frequency would introduce an irrelevant confound into our measures and
weaken their statistical power.
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based only on those features. We created a train-validation-test split,
randomly selecting 10% of the constructions to reserve for valida-
tion and 20% of the constructions for test. We used the validation
set for model selection and hyper-parameter tuning, and the test set
was used exclusively for evaluation of the model accuracy. We use
the best model trained on this split for the analyses in Section 7 and
Section 8.2. Within the current section, we evaluate our classification
methods using stratified 5-fold cross-validation, to ensure the robust-
ness of our findings to dataset splits.

To understand the scenario in which these classifiers are oper-
ating, it is helpful to consider some simple baselines. First, we note
that simply predicting the majority class across languages, inflec-
tion, achieves a cross-validation accuracy of 57%, as there are sim-
ply more inflectional constructions than derivational ones in the Uni-
Morph data. However, languages have a highly variable ratio of inflec-
tion to derivation constructions in UniMorph; classifying all the mor-
phemes in a given language with the majority class for the language
instead achieves an accuracy of 69+1%. In other words, a model could
capture up to, but no more than, &~ 70% of the variation in the Uni-
Morph data purely by capturing which language a construction is in
— without achieving any ability to distinguish between inflections and
derivations within a language. Note, however, that our models must
predict whether a construction is inflectional or derivational without
access to the language that construction comes from, so even reach-
ing an accuracy of 70% would indicate that the input features encode
cross-linguistically informative distinctions.

We tested all possible combinations of features for each of our
classification models, but we focus our discussion mainly on com-
binations corresponding to clear hypotheses about the factors that
characterise inflection- and derivation-hood. First, we consider how
much any single feature recovers the distinction from UniMorph. Sec-
ondly, we consider several combinations of two features: (A) just
variability (VForm, VEmbed): Perhaps it is the case that only variabil-
ity matters, as investigated in the embedding case by Bonami and
Paperno (2018). Or perhaps (B) just magnitude (Mporm, MEmbed):
only the magnitude of the changes in the components of the lexi-
cal entry matters, and variability is in practice a weak correlate or
essentially redundant with magnitude. Further, it could be the case
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that the two measures of either (C) form (MForm, VForm) or (D) syn-
tax/semantics (MEmbed, VEmbed) alone can recover as much informa-
tion as all the metrics combined. Finally, of course, there is the hypoth-
esis (E) that all four features are important — each contributing some
amount of unique information for recovering the distinction from Uni-
Morph.

We explored these features with two types of models: a simple
logistic regression classifier, which captures only linear relationships,
and a multi-layer perceptron (MLP), which can capture non-linear re-
lationships between features. The logistic regression classifier encodes
the assumption that inflection and derivation can be separated by a
hyperplane in feature space. If the feature values cluster, without in-
termediate regions, this corresponds to a categorical characterisation
of the distinction. If there are instead large regions with intermediate
values, this corresponds to a gradient characterisation of the distinc-
tion. 12 If the non-linear model is required to recover the distinction,
then discontinuous areas in the feature space may fall in a certain cat-
egory, which would not neatly correspond with linguistic intuitions.

First, we consider the logistic regression classifier. As described
in Section 2, the expectation from linguistic theory is that greater val-
ues of any measure should be associated with that construction being
derivational. Our analysis in Section 5 largely backs up this relation
(with the relationship being inverted for form variability), though it
is not clear to what degree this relationship is strictly linear.

Due to our highly-restricted selection of measures, we are able to
create classifiers with all possible combinations of features. As shown
in Figure 2, the logistic classifier results best support the just vari-
ability hypothesis (A), with no notable performance gains achieved
by adding other features in a linear-modelling setting.

While our best logistic classification model can capture 26 points
of variation more than predicting the majority class, it may be missing
non-linear interactions between independent variables, or between an
individual independent variable and the dependent variable. To ac-
count for such non-linear relationships, we fit a multi-layer percep-
tron (MLP) with a hidden layer size of 100, using the Adam optimiser

10This issue of whether the distinction is gradient or categorical with respect
to our measures is discussed further in Section 8.4.
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(Kingma and Ba 2015) and training for 3000 steps. The number of lay-
ers and layer size was chosen using validation set performance, while
the number of steps was chosen based on loss convergence on the
training set. We find similar patterns of performance for most combi-
nations of predictors. However, we see substantial improvements in
performance for combinations of features which include both magni-
tude and variability features; for example, (MForm, VForm) improving
from 69+ 1% to 73 +1%. Perhaps as a result of this, we achieve a test-
set accuracy of 89 £ 1%, when using all four predictors — representing
a 6-point improvement over the best linear model, as well as a 4-point
improvement over the best combination of three measures using the
MLP (MEmbed,VEmbed, VForm). This therefore suggests that while the
variability features are the most descriptive of UniMorph’s categori-
sation of inflection/derivation, all four features contain unique infor-
mation relevant to recreating this distinction (Hypothesis E).

CLASSIFICATION OF LINGUISTIC TYPES
OF INFLECTION

Given the controversy over what should be considered inflection and
derivation, a model that largely aligns with a typical operationalisa-
tion of the distinction (UniMorph 4.0) may also be of interest in the
ways in which it differs from that operationalisation. Accordingly, in
this section, we look at the trends in how our model classifies con-
structions which are labelled as inflection in UniMorph. We consider
several distinctions which we believe to be of linguistic interest, specif-
ically: what kind of meaning is expressed by an inflection; whether it is
transpositional (changes the part of speech); and whether it is contextual
or inherent (as described by Booij 1996). We ask whether these distinc-
tions affect how likely an inflectional construction is to be classified
correctly under our best model (the MLP with all four measures). We
focus only on inflectional constructions because UniMorph has cross-
linguistically consistent featural annotations on inflections that we can
use for the analysis; no such cross-linguistically consistent annotation
exists for derivation.
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Categories of inflectional meaning

We first consider several categories of inflectional meanings: features
for mood (e.g. indicative, subjunctive); tense (present, past...); number
(singular, dual, plural ...); voice (active, passive); comparison (com-
parative, absolute/relative superlative, equative); gender, and case.
These categories of meaning are often used to structure accounts of
inflection, such as UniMorph’s description of its feature set (Sylak-
Glassman 2016) as well as theoretical accounts like Anderson (1985)
and even Haspelmath’s (2024) retro-definition of inflection. It is, how-
ever, worth noting that not all sources agree on all of these categories
as being inflectional. For example, Haspelmath rejects voice as in-
flectional, and comparison is often omitted from discussions of major
cross-linguistic inflectional categories (as is the case in both Anderson
1985 and even Haspelmath 2024), and is considered inherent inflec-
tion (which is less canonical) by Booij (1996). One might reasonably
expect constructions which are semantically marked for these contro-
versial categories to be more likely to be classified as derivation by our
model.

Note that linguists generally agree on which categories of mean-
ing are semantically marked across languages (Greenberg 1966; Sil-
verstein 1986; Croft 2002; Ackema and Neeleman 2019), and seman-
tic markedness often corresponds to morphological marking. For ex-
ample, past tense is generally considered more semantically marked
than present, and in many languages the past tense requires an af-
fix while the present tense does not. However, the UniMorph annota-
tions include both the semantically marked and unmarked inflections
(e.g. V;PAST;PL and V;PST;PL for Ukrainian verbs). Therefore, for the
purposes of this analysis, we consider active voice, singular number,
nominative case,!! and present tense unmarked values, even when
present in the featural description of a construction. For example, in
Ukrainian verb annotations, V;PAST;PL would be considered marked
for tense and number, while V;PST;SG would be considered unmarked
for both; both verbs would be unmarked for voice and mood since

11 While some languages have been argued to mark for nominative case with
accusative being unmarked (Konig 2006), no such language is present in our
study.
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Figure 3: Probability and Odds ratio with 95% confidence intervals of being
classified as derivation for various kinds of inflectional meaning. Inflections
to the right of the dotted line were disproportionately likely to be classified as de-
rivation by our model

these are not in the featural descriptions. For the category of gender,
we simply consider nouns not to be marked, as their gender is typically
not a morphological process but a lexical property.

Figure 3 displays the probability that a construction marking for
one of these inflection types will be classified as derivation by our
best-performing model. As can be seen in the figure, our model does
not classify any of these major kinds of inflection as more derivational
than inflectional; each is substantially more likely to be classified as
inflection than derivation. This finding is perhaps unsurprising given
our model’s cross-linguistic test set classification accuracy of 90% - it
classifies 92% of inflections correctly in general. Accordingly, classify-
ing just 15-20% of constructions belonging to a particular inflectional
category as derivations has the potential to be significant.

In order to answer the question “Are constructions which mark for
this inflection type significantly more likely to be classified as deriva-
tional than others?”, we compute the odds ratio. We focus on the best
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performing MLP model (using all 4 features) in these results, which
are presented in Figure 3 with 95% confidence intervals. Construc-
tions with an odds ratio significantly greater than 1, while not more
likely to be classified as derivation than inflection, can nevertheless be
thought of as particularly non-canonical types of inflection under our
model, while those with odds ratios significantly below 1 are canonical
with respect to our model.

We apply the Boschloo exact test (Boschloo 1970) to the results
and correct for multiple comparisons with the Bonferroni correction,
which yields a significance level of 0.05/7 = 0.007. We find the odds
ratios for gender (p = 1 x 1077), tense (p = 3 x 1077), and mood
(p =1 x 1077) significant. This identifies gender, mood, and tense as
particularly canonical inflectional distinctions under our model - all
of which are well in line with the claims of Haspelmath and others.

While we do not identify any inflectional meaning categories
which are significantly more likely to be classified as derivations than
the average inflections, the categories of passive voice (p = 0.03) and
comparatives (p = 0.08) each have 95% confidence intervals which
are almost exclusively larger than 1. Each of these categories has been
discussed as less canonical kinds of inflection, with comparatives even
occasionally being listed as derivations within UniMorph.!? As these
are the two least common categories in our sample (consisting of just
57 comparative constructions and 41 passives), it may be that these
effects would be significant with a larger sample; alternatively, their
relatively high likelihood of being classified as derivation could be an
artefact of their rarity in our sample.

Inherent vs. contextual inflection and transpositions

While we do not find any categories of inflectional meaning as non-
canonical under our model, we also consider two other major cate-
gories of inflection that have been discussed in the linguistic literature
as potentially non-canonical: inherent inflection and transpositions,
for which results are displayed in Figure 4.

L2gor example, they are listed as derivations in English, but as inflections in
German.
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First, we consider Booij’s (1996) notion of inherent and contex-
tual inflection. Booij describes contextual inflection as canonical: it is
determined by the syntactic context in which a word appears and indi-
cates agreement (e.g. plural marking on a verb, which is controlled by
its subject). In contrast, inherent inflection is non-canonical: it con-
tributes to the meaning of the word itself (e.g. the plural noun). To
operationalise this in a simple, cross-linguistically consistent way, we
associate number, gender, and case ' with nouns — meaning that when
those features appear on other parts of speech, we consider them con-
textual inflections. Analogously, we associate mood, tense, and voice
with verbs. We then may consider whether an inflection is inherent or
not, where we define inherency as not marking any contextual fea-
tures. As shown in Figure 4, we find that inherent inflectional con-
structions are not more likely to be classified as derivation than in-
flection; however, they are significantly more likely to be classified as
derivation compared to other types of inflections, as quantified by the
odds ratio (p = 6 x 107°). Interestingly, though, we find this to be al-
most entirely due to nominal inherent inflection (p = 2x 1078), rather
than verbal inherent inflection (p = 0.7). We see this exemplified in
Figure 5, which shows that inherent case is significantly associated
with being classified as derivation (p = 1 x 107°), while contextual

13Booij (1996) makes the distinction between structural and semantic case,
with the former being contextual inflection and the latter inherent. However, due
to the complexity in drawing a line between these categories, we treat all case
marking on nouns as inherent.
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case (p = 0.003) and contextual number (p = 0.0008) are signifi-
cantly associated with being classified as inflection.

Finally, we consider inflectional transpositions, denoted in Uni-
Morph as participles (deverbal adjectives), converbs (deverbal ad-
verbs), and masdars (deverbal nouns), shown in Figure 4. Transpo-
sitions have often been argued to be non-canonical inflection or even
derivation because transpositions change the part of speech (Spencer
2013; Plank 1994; Haspelmath 2024). We here find under our model
that transpositions appear neither significantly more or less likely to
be classified as derivations than inflections by our model — neither
particularly canonical or non-canonical. This may be due to the non-
contextual nature of our embedding model: many inflectional transpo-
sitions are syncretic with a non-transpositional form, and our model
must assign these the same location in embedding space. Thus, our
null result here should not be taken as strong evidence against consid-
ering transpositions as non-canonical.

Summary

In this section, we have investigated different kinds of inflectional con-
structions discussed in the linguistics literature to see whether any of
these are particularly canonical or non-canonical under our model. That
is, we looked at whether our model is more (or less) likely to correctly
classify these constructions as inflectional, relative to the average in-
flectional construction.
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We identify mood, tense, and gender as canonical inflections un-
der our model, but we do not find any categories of inflectional mean-
ing which are significantly non-canonical in our sample. We find that
inherent inflections are significantly more likely to be classified as
derivations, in line with Booij’s (1996) view of them as non-canonical
inflection. Interestingly, we find this is driven by inherent nominal
inflections rather than inherent verbal inflections. Finally, we investi-
gate transpositions (typically thought of as non-canonical inflection),
finding no evidence that they are either canonical or non-canonical
under our model.

DISCUSSION

The role of our individual measures

As shown in Section 6, all four of our measures can be used to achieve
better discrimination between traditional concepts of inflection and
derivation; however, not every feature plays an equally large role. In
this section, we discuss the roles played by each of our features and
their connection to linguistic theory.

Among our four measures, our results point to variability of the
change in distributional embedding Vi,p.q being the most relevant
to traditional categorisations of inflection and derivation. This is in
line with the findings of Bonami and Paperno (2018) and Copot et al.
(2022) in French, who focus on similar measures as a proxy for seman-
tic drift, as part of a theory where traditional concepts of inflection
and derivation reflect higher or lower paradigmatic predictability. In-
deed, it is possible that this measure could be (roughly) equivalent to
Copot et al.’s (2022) predictability of frequency, as it is motivated from
a similar theoretical basis. On the other hand, our measure is much
simpler to define and compute: attempting to produce a measure of
predictability immediately raises complex issues around on what basis
such predictions should be made, complicating the interpretation of
results.

In addition, we find a clear and complementary influence of the
variability of the change in form, Vg,,,: adding this feature to our
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model produces a large increase in performance, even when Vg peq
is already included. This measure (described in Section 3.1) can be
thought of as a weighted measure of allomorphy, capturing not just
the number of distinct patterns, but also their similarity. Our results
point to a much higher degree of formal variability/allomorphy for
inflections than derivations across a wide range of languages, contrary
to the predictions of Plank (1994) and Dressler (1989). Although work
on French has suggested little difference in the predictability of form
for derivational and inflectional constructions (Bonami and Strnadova
2019), we clearly find within our sample of languages evidence that
the actual degree of variation is very different.

Superficially, this finding could appear to be caused by the fact
that derivational allomorphs are sometimes not collapsed in Uni-
Morph data (e.g. —heit and —keit being listed as different morphemes
in German). However, when we looked into this issue, we found that
most derivations had 0-1 such uncollapsed allomorphs. Combining
two allomorphs in this way would add at most half the edit dis-
tance between the morphs to our measure. In most cases, the edit
distance between these allomorphs is 1-2, adding just 0.5-1.0 to the
value of Vpym. This is much less than the difference between the
means of the two categories in this feature, suggesting that failure
to collapse allomorphs is not the primary source of this finding. Re-
turning to the example of —heit and —keit within German, we find
—heit has Vg Of 1.53 and —keit has Vg, of 1.25. The two mor-
phemes occur 27% and 73% of the time respectively. When com-
bined, they have a Vg, of 2.43 - still well within the derivational
range.

Similarly, one might object that not only such straightforwardly-
conditioned allomorphs must be accounted for, but also more id-
iosyncratic variants that express the same meanings. For example, in
French, such formally distinct forms as -age, -ance, and -ure could be
argued to be allomorphs of a single action-noun forming morpheme.
Copot et al. (2022) handle this by grouping morphemes with simi-
lar semantics, by computing average difference vectors in embedding
space between base and constructed form for each morpheme, and
agglomeratively clustering morphemes with difference vectors with
cosine similarity over 0.7. We find such clustering of our data does
not sufficiently align with semantic categories of morphemes across
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our full range of languages to reformat our analysis around it. How-
ever, even when clustering derivations with this threshold of simi-
larity, we still find a much lower degree of formal variability for
derivations than inflections. On average across languages, 38% of
derivational constructions cluster with nothing else at all, without in-
creasing variability. The average cluster contains just 1.8 morphemes,
with inflectional morphemes, which are not clustered in this way,
exhibiting still 208% more allomorphs on average than derivational
clusters.

Future studies should explore the relevance of the variability of
form further, to see if it is robust to different languages, and focus
directly on the validity of this measure. However, we note that our
best performing model without this feature, the MLP with the features
(MForm, Mg mbeds VEmbed) achieves a classification accuracy of 81+1%,
which is still 23 points above predicting the majority class.

Finally, our results show smaller influence of the magnitude mea-
sures Mgqrm and Mg neq- This finding seems to contrast with Spencer’s
general claim that derivations are associated with larger changes to
the properties of a lexeme, but it is not entirely contradictory. In par-
ticular, Mgppeq Still displays a fairly strong correlation with inflection
and derivation on its own, and likely does not contribute as much
to our models due to its substantial correlation (Pearon’s r: 0.86)
with the more strongly predictive Vgpeq- In the case of Mgy, we
find little evidence here that derivations have a tendency to produce
larger changes to the form; however, this may be in part related to
our need to remove constructions which are orthographically syn-
cretic between the base form and constructed form (which are domi-
nantly considered inflectional in our sample of languages). The length
of the change in form does seem to play a small role as a part of
a composite set of factors based on its use in our best-performing
MLP model.

As noted in Section 3.2, our use of FastText somewhat compli-
cates the interpretation of the role of the distributional measures, in
the sense that embeddings based on sub-words may capture some for-
mal similarity between words as well as semantic and syntactic sim-
ilarity. However, we note that if the embeddings do capture formal
similarity, at least some of this information must be complementary
to that captured by our form-based measures, since including both
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types of features yields a better classifier than either alone. We also
performed some supplementary experiments with Word2Vec embed-
dings to check that distributional features without sub-word informa-
tion are also useful.'* While overall performance of the classifier was
lower (likely due to overall worse quality of the embeddings, for the
reasons described in Section 3.2), we still found a non-trivial contri-
bution from the distributional features. So, while we can say that both
formal and distributional properties are associated with the inflection-
derivation distinction, further work is needed to clearly distinguish
semantic, syntactic, and formal properties.

Language generality

An important aspect of our model is its language-generality. A ma-
jor limitation of existing computational studies of the inflection—
derivation distinction (Copot et al. 2022; Rosa and Zabokrtsky 2019;
Bonami and Paperno 2018) is their focus on single European lan-
guages. In particular, Haspelmath (2024) argues that many proper-
ties of inflection and derivation are not proven to apply in a con-
sistent way across languages (especially non-European and non-Indo-
European languages). Our model achieves high accuracy across lan-
guages, while using no language-specific features. As such, it suggests
that across the languages in our sample, inflection and derivation show
cross-linguistically similar distributional properties.

Given the large number of European languages in our sample,
this result clearly suggests that, at least in the Indo-European fam-
ily, inflection and derivation are associated with distinct signatures in
terms of both their distribution and their form (at least, as expressed
in orthography). While evidence for such claims has been provided in
specific languages by Copot et al. (2022), Bonami and Paperno (2018),
and Rosa and Zabokrtsky (2019), many large sub-families within the
Indo-European language family had previously been untouched by
this literature. Our study includes several Germanic languages with
distinctive morphological traits, as well as Armenian, Latvian, Irish,

14 Eor more details about these experiments, see the supplementary material
at https://osf.io/uztgy/.
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and Greek, covering many smaller European branches of the Indo-
European family. We also expand the evidence for consistency in the
application of the terms “inflection” and “derivation” within the Ro-
mance and Slavic language families. This broad coverage overall pro-
vides quantitative evidence for the cross-linguistically consistent ap-
plication of the inflection—derivation distinction within the languages
of Europe — not only in terms of the morpho-syntactic traits of these
constructions, as framed by Haspelmath (2024), but also in terms of
corpus-based measures which are a proxy for the linguistic intuitions
and subjective tests Haspelmath argues should be abandoned.

In addition to this robust evidence that these properties can dis-
criminate inflection and derivation within Indo-European languages,
we also show evidence of a degree of applicability to a wider range of
languages. On this subset of languages, our best MLP classifier aver-
ages 82% accuracy on the test set, lower than for the Indo-European
languages (average 91% accuracy). While this is still well above the
majority class baseline (74% accuracy on this subset), it suggests that
the application of the inflection-derivation distinction to non-Indo-
European languages may indeed be less consistent, as suggested by
Haspelmath. Of particular note are the results for Turkish. Turkish is
a highly agglutinative language with, according to traditional descrip-
tions, an exceptionally rich inflectional system — reflected by an ex-
tremely large number of inflectional constructions and relatively small
number of derivations in our dataset. Our classifier over-uses the la-
bel derivation for this language — classifying all derivations correctly,
but also classifying many inflections as derivations. This suggests a
mis-alignment between the orthographic and distributional tenden-
cies observed in European languages, and the way linguists typically
operationalise inflection and derivation in this language. On a the-
oretical level, then, our results are therefore compatible with either
a view where we should think of some of these so-called inflections
in Turkish as more derivational, or a view where these corpus-based
measures are less accurate indicators of what “should” be considered
inflection for Turkish.

Due to the relatively small number of non-Indo-European lan-
guages and constructions from these languages we are able to con-
sider in the present work, we are unable to draw definitive general
conclusions about cross-linguistic consistency in our measures with
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languages outside Europe. Our results here seem to point to an inter-
mediate view where these corpus-quantifiable correlates of inflection
and derivation are less reliable descriptors of the way the distinction is
made outside of Indo-European languages but still explain substantial
amounts of the distinction.

The classification approach

Another key differentiating aspect of our work from previous com-
putational studies is our focus on classification of constructions. This
method allows us to quantify how much of the inflection-derivation
distinction, as operationalised across a wide range of languages, can
be explained by our simple set of corpus-based correlates. Our focus
on a wide range of languages necessitates the use of a quantitative
method such as classification, and contrasts with the single-language
studies of Bonami and Paperno (2018) or Copot et al. (2022), who
focus more on discussing individual constructions.

Further, our goal of looking at whether multiple features produces
a more clear-cut and less gradient view of inflection compared to the
single correlates examined by Bonami and Paperno (2018) or Copot
et al. (2022) prevents us from simply doing a statistical test of cor-
relation between a feature and inflection/derivation. While we avoid
this by training a classification model, Rosa and Zabokrtsky (2019)
solve this problem by using clustering. We believe doing so conflates
two questions about the measures under consideration. First is the
question of how consistent linguists’ categorisations are in terms of the
measures. Secondly, there is the question of how natural the tradi-
tional categories of inflection and derivation appear with respect to
these measures. This first question is a lower bar than the latter: it
may be possible to use these measures to determine inflectional or
derivational status, regardless of whether they form natural clusters
in the feature space.

Nevertheless, a finding of consistency without naturalness is still
interesting, given that decisions about what to consider inflection and
derivation were made without access to these measures. For example,
consistency with respect to these measures could make them a success-
ful “retro-definition” in the terms of Haspelmath (2024). The cluster-
ing approach may also fail to identify a distinction where inflection
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and derivation are predominately located in only slightly overlapping
regions of the feature space but do not necessarily form natural clus-
ters. 1> It is this question of consistency which we primarily consider in
this paper, leading us to eschew the unsupervised clustering approach
for supervised classification.

Another advantage of our focus on classification is that it natu-
rally lends itself to testing the generalisability of our claims: by holding
out a random subset of our constructions for testing data and comput-
ing accuracy on that set, we confirm that our results do not over-fit to
the constructions in the training set.

Inflection and derivation: gradient or categorical?

Whether the inflection—derivation distinction is principally a gradi-
ent or categorical phenomenon is a longstanding debate within lin-
guistic theory with potentially wide-ranging implications about the
nature of linguistic representations. Many theories of morphological
grammatical organisation, production, and processing implicitly or ex-
plicitly employ the “split morphology hypothesis,” which holds that
inflection and derivation are separated in the grammar (Perlmutter
1988; Anderson 1982). Those who propose such separate structures
rely on both the distinction between inflection and derivation being
discrete and the specifics of that distinction — i.e., what morphological
constructions in what languages are considered either inflectional or
derivational.

On the other hand, a growing body of linguistic theory rejects
a hard distinction (e.g. Bybee 1985; Spencer 2013; Dressler 1989;
Stekauer 2015; Corbett 2010; Bauer 2004). In its place, they often
treat inflection and derivation as a gradient, perhaps emergent out
of deeper phenomena. This view has been borne out in the compu-
tational work of Bonami and Paperno (2018) and Copot et al. (2022)
who find clear continuous gradience with respect to their metrics and
the categories of inflection and derivation.

While, as discussed in Section 8.3, we focus primarily on the con-
sistency of traditional categories of inflection and derivation, in this

15 As described in Section 8.4 and shown in Figure 6, it is this situation in
which we find ourselves.
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section we briefly investigate whether, under our measures, the dis-
tinction between inflection and derivation appears more gradient or
more categorical. If the former is the case, we expect a relatively even
distribution of constructions in feature space, which (perhaps gradu-
ally) transition from being traditionally classified as inflection to being
traditionally classified as derivation. In the categorical case, however,
we expect clusters within feature space with relatively few construc-
tions lying in intermediate ambiguous regions.

We focus on four measures in this study, so we are unable to di-
rectly visualise in the feature space. While we applied principal com-
ponent analysis to produce a two-dimensional representation of our
full feature space, the principle components did not pattern into in-
flectional and derivational regions. This is certainly evidence against
naturalness of the traditional distinction with respect to our mea-
sures. However, we may also look at our two most strongly predic-
tive measures, as shown in Figure 6. Recall that a logistic classifier
using only these features was able to correctly classify 83 + 1% of
constructions. Our results with our measures are here consistent with
the existing findings of a gradient, rather than categorical, distinction
between inflection and derivation with respect to traditional linguis-
tic tests/measures which operationalise them — we observe a spread
of constructions in the two-dimensional feature space with a smooth
transition between regions containing almost exclusively inflections
and regions containing almost exclusively derivations.
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Are inflection and derivation identifiable
from the statistics of language?

In this work, we have focused on identifying cross-linguistically ap-
plicable corpus-based measures, which have a consistent relationship
with the traditional concepts of inflection and derivation. While we
have primarily motivated the use of these corpus-based measures
in terms of quantifying how consistently these categories are ap-
plied across languages or making concrete subjective linguistic tests,
the fact that they are built purely from the statistics of natural lan-
guage corpora allows us to consider another important question: is
the inflection-derivation distinction something which is present in the
statistics of language itself?

If the retro-definition given by Haspelmath (2024) is the right
one, for instance, the answer to this question would superficially ap-
pear to be no. Haspelmath casts the distinction in terms of morpho-
syntactic feature values, which themselves refer in many cases to the
meaning expressed by a morphological exponent. If the specific mean-
ing expressed by a morphological relation is necessary to distinguish
which relations are inflectional in nature and which are derivational,
then the typical inflection—derivation distinction requires grounding
the meanings of sentences to solve — for example, no amount of raw
text input in a language can tell you whether the relationship between
two words is “agentive” or “plural.”

The answer to this question has implications within psycholin-
guistics as well as computational linguistics. Psycholinguistics pro-
vides some empirical evidence that inflection and derivation are pro-
cessed differently (Laudanna et al. 1992; Kirkici and Clahsen 2013),
which seems to imply learners have some implicit ability to categorise
constructions into inflection and derivation. How might a learner learn
what processing to apply to a given morphological construction in
this case? A substantial body of literature indicates that humans can
and do perform purely statistical learning within language acquisi-
tion (Swingley 2005; Saffran et al. 1996; Thiessen et al. 2013; Thomp-
son and Newport 2007; Thiessen and Saffran 2003). Without using
or even having access to the references of sentences in some cases,
learners uncover important aspects of the structure of language. Our
results therefore suggest the possibility that statistical learning may
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play a role in learning to process canonical inflection differently from
canonical derivation.

This is also relevant for the validity of several constructs within
natural language processing. For example, the paradigm clustering
task from SIGMORPHON 2021 (Wiemerslage et al. 2021), which re-
quires identifying inflectional paradigms from raw text, can only be
solved if inflections and derivations can be distinguished from the
statistics of such a corpus. Otherwise, derivational relations would be
outputted by even the best possible system. Similarly, the task of un-
supervised lemmatisation (Kasthuri et al. 2017; Rosa and Zabokrtsky
2019) also relies on the distinction between inflection and derivation
being evident within a text corpus. Our results point to these types
of construct being largely valid for Indo-European languages given
the high degree of discriminability between the categories, but our
slightly lower results for non-Indo-European languages suggests the
need for further investigation into the validity of such constructs for
typologically-distant languages to those considered here.

Future work

We believe our study presents a number of interesting avenues for
expansion. One such possibility is the extension of the present work
to a larger and more diverse sample of languages. In this work, we
have taken advantage of the recently produced UniMorph 4.0 dataset
to validate claims based on individual languages that corpus-based
measures can capture traditional notions of inflection and derivation,
and quantify how many intermediate constructions exist under such
measures, but our results mostly bear on languages of Europe belong-
ing to the Indo-European language family. While this still represents
a substantial advancement in knowledge, and we do find some evi-
dence that our results are applicable to non-Indo-European languages
(as described in Section 8.2), the evidence presented here cannot yet
fully refute Haspelmath’s (2024) claim that inflection and derivation
are much less applicable to languages outside Europe. Relatively few
(590) of the constructions in our data belong to non-Indo-European
languages, with even fewer (201) coming from languages spoken out-
side Europe, and no representation of languages from outside Eura-
sia. As argued by Dryer (1989), typological claims must be made not
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just with normalisation with respect to language families or small ge-
ographical areas, but even large geographical areas — which is not
possible with available data. In order to properly understand to what
degree the concepts of inflection and derivation map onto language
generally, there is a critical need for the expansion of resources like
UniMorph 4.0 and Universal Derivations (Kyjanek et al. 2020) to cover
a larger and more representative set of languages. While UniMorph in-
creasingly covers the inflectional morphology of a wide range of lan-
guages throughout the world, having added 65 languages from 9 non-
European language families in the 4.0 release alone, no unified deriva-
tional resource covers a large number of non-European languages. The
harmonisation and integration of resources like derivational networks
such as Hebrewnette (Laks and Namer 2022) and finite-state morpho-
logical transducers which cover derivation such as Arppe et al. (2014-
2019), Larasati et al. (2011), Strunk (2020), or Vilca et al. (2012) into
multilingual resources is essential to answering truly general typolog-
ical questions with these resources in the future.

Another limitation of this study that future work could address
is indeed our use of the UniMorph 4.0 dataset. While UniMorph 4.0
provides the largest-scale multilingual dataset of inflection and deri-
vation presently available, it is limited by factors related to its semi-
automated construction, which may affect the way allomorphy is rep-
resented (as discussed in Section 8.1), or other as-of-yet undiscovered
systematic biases. !¢

Additionally, we have limited ourselves to a small set of measures
here. Future work could seek to improve these measures, or look at
other or additional measures. Many previously suggested properties
of these categories, such as affix ordering, have directly observable
effects on the statistics of text. Future works could test corpus-based
measures of distance from the stem or limitedness of applicability, for

16 ee Malouf et al. (2020) for a discussion of potential pitfalls of the UniMorph
dataset for typological research. UniMorph represents not exactly a consensus of
highly-trained linguists, but rather largely of the amateur lexicographers that
make up the Wiktionary community. Accordingly, as more large-scale multilin-
gual datasets are available, future work should investigate the degree to which
these findings are robust to the method of data collection as well as the source
of the data.
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example. Particularly interesting, we believe, would be the investi-
gation of a syntactic distance and variability component, drawing on
works such as He et al. (2018) and Ravfogel et al. (2020) — though
there are significant challenges to operationalising these embeddings
in a multilingual, low-resource domain.

There is also room for refinement of our measures and classifi-
cation techniques. For example, extension to many other languages
would likely require a re-assessment of our use of orthography as a
proxy for linguistic form. The assumption that orthography is a rea-
sonable proxy for form is not accurate in many languages — however,
at present UniMorph does not include phonological transcriptions, and
automated grapheme-to-phoneme conversion across a broad range of
languages is the subject of very active research (Ashby et al. 2021).
These difficulties would need to be overcome in order to use phono-
logical transcriptions. Future work should also investigate to what de-
gree our variability of embedding measure is equivalent to or comple-
mentary to Copot et al.’s (2022) predictability of frequency measure,
as both are motivated from semantic drift due to a change in lexical
index. Similarly, future work could clarify the contribution of distri-
butional semantics by using a model such as Word2Vec or GloVe, or
newer models of distributional semantics, such as XLM-R (Conneau
et al. 2020) - though in the latter case they would have to overcome
the difficulties of multilingual decontextualisation as described in Sec-
tion 3.2. Further, as we use only two simple classification techniques
(logistic regression and an MLP), it is possible that further hyperpa-
rameter tuning or use of other techniques, such as random forests or
gradient boosting, could improve on classification accuracy.

CONCLUSION

In this work, we have presented the first multilingual computational
study of the inflection—derivation distinction. In Section 3 we define a
small set of measures capturing the hypothesised tendency of deriva-
tion to produce bigger and more variable changes to the base form in
terms of form, syntax, and semantics. We then systematically study the
relationship between these measures and traditional categorisations of
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morphological constructions into inflection and derivation, which we
derive from the UniMorph 4.0 dataset. In Section 5, we show that these
measures each correlate, in some cases strongly, with whether a con-
struction is listed as inflectional or derivational in UniMorph 4.0. We
show evidence that these correlations are not due to systematic differ-
ences in the frequency of inflectional and derivational constructions.
In Section 6, we show that both logistic regression and multi-layer per-
ceptron classifiers which use these measures as inputs can be trained
to reconstruct most of the UniMorph inflection—derivation distinction,
with logistic classifier achieving a classification accuracy of 83 = 1%
and the MLP achieving a classification accuracy of 89+1%, improving
by 26 and 32 points over predicting the majority class, respectively.
We identify the variability of the change in distributional embedding
space Vgmpeq and the variability of the change of form Vg, as par-
ticularly strong correlates of the distinction, together able to classify
83 £ 1% of constructions as they are classified in UniMorph.

Overall, these results show that much of the categories of inflec-
tion and derivation as used in UniMorph can be accounted for by
corpus-based measures which make concrete the subjective tests sug-
gested by linguists. In so doing, we have also validated in a larger, mul-
tilingual context the core findings of Bonami and Paperno (2018) and
Rosa and Zabokrtsky (2019), finding that these properties hold across
26 languages (21 Indo-European and 5 others), with a model that uses
no language-specific features. These well-defined, empirical measures
avoid the often-discussed subjectivity and vagueness of existing cri-
teria (Haspelmath 2024; Plank 1994; Bybee 1985), and enable us to
produce the first large-scale quantification of how consistently the cat-
egories of inflection and derivation are applied, and validate that these
measures can generalise to unseen constructions.

With these measures, we are also able to identify in a quanti-
tative way how canonical different categories of inflections are (Sec-
tion 7) in terms of properties of their form and distribution. We de-
termine, that, as suggested by Booij (1996), inherent inflection is a
non-canonical inflectional category under our model: inflectional con-
structions which are purely inherent are significantly more likely to
be classified as derivations than other inflections under our model. We
find in our sample this seems to be particularly due to nominal inherent
inflections, like case and number. We find no traditional categories of
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inflectional meaning significantly non-canonical, providing some val-
idation accounts of inflection which are structured around these cate-
gories like Haspelmath (2024) or Sylak-Glassman (2016), though we
find weak evidence that voice and comparatives could be such cate-
gories.

Finally, we note that while there is a high degree of consistency in
the use of the terms inflection and derivation in terms of our measures
and combining multiple measures reduces the amount of overlap be-
tween inflectional and derivational constructions, we still find many
constructions near the model’s decision boundary between the two
categories, indicating a gradient, rather than categorical, distinction
(Section 8.4). This gradient region is relatively small, as suggested by
our high accuracies, but does not suggest inflection and derivation as
categories naturally emerging from our measures.
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