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ǣ ᵽ э ȏ ḙ ṍ ɨ ї ẁ ľ ḹ š ṍ ḯ ⱪ ч ŋ ṏ ȅ ů ʆ ḱ ẕ ʜ ſ ɵ ḅ ḋ ɽ ṫ ẫ ṋ ʋ ḽ ử
ầ ḍ û ȼ ɦ ҫ w ſ ᶒ ė ɒ ṉ ȧ ź ģ ɑ g ġ љ ц ġ ʄ ộ ȕ җ x ứ ƿ ḉ ự û ṻ ᶗ ƪ ý
ḅ ṣ ŀ ṑ т я ň ƪ ỡ ę ḅ ű ẅ ȧ ư ṑ ẙ ƣ ç þ ẹ в е ɿ ħ ԕ ḷ ḓ í ɤ ʉ ч ӓ ȉ ṑ
ḗ ǖ ẍ ơ я ḩ ȱ π і ḭ ɬ a ṛ ẻ ẚ ŕ î ы ṏ ḭ ᶕ ɖ ᵷ ʥ œ ả ұ ᶖ ễ ᶅ ƛ ҽ ằ ñ ᵲ
ḃ ⱥ ԡ ḡ ɩ ŗ ē ò ǟ ṥ ṋ p ị ĕ ɯ t ž ẛ ặ č ṥ ĳ ȓ ᶕ á ԅ ṿ ḑ ģ ņ ԅ ů ẻ l e
ố й ẉ ᶆ ṩ ü ỡ ḥ ф ṑ ɓ ҧ ƪ ѣ ĭ ʤ ӕ ɺ β ӟ b y г ɷ ᵷ ԝ ȇ ł ɩ ɞ ồ ṙ ē ṣ ᶌ
ᶔ ġ ᵭ ỏ ұ д ꜩ ᵴ α ư ᵾ î ẕ ǿ ũ ḡ ė ẫ ẁ ḝ ы ą å ḽ ᵴ ș ṯ ʌ ḷ ć ў ẓ д һ g
ᶎ ţ ý ʬ ḫ e ѓ γ ӷ ф ẹ ᶂ ҙ ṑ ᶇ ӻ ᶅ ᶇ ṉ ᵲ ɢ ᶋ ӊ ẽ ӳ ü á ⱪ ç ԅ ď ṫ ḵ ʂ ẛ
ı ǭ у ẁ ȫ ệ ѕ ӡ е ḹ ж ǯ ḃ ỳ ħ r ᶔ ĉ ḽ щ ƭ ӯ ẙ җ ӫ ẋ ḅ ễ ʅ ụ ỗ љ ç ɞ ƒ
ẙ λ â ӝ ʝ ɻ ɲ d х ʂ ỗ ƌ ế ӵ ʜ ẫ û ṱ ỹ ƨ u v ł ɀ ᶕ ȥ ȗ ḟ џ г ľ ƀ ặ ļ ź
ṹ ɳ ḥ ʠ ᵶ ӻ ỵ ḃ d ủ ᶐ ṗ р ŏ γ ŉ ś ԍ ᵬ ɣ ẓ ö ᶂ ᶏ ṓ ȫ i ï ṕ ẅ w ś ʇ ô ḉ
ŀ ŧ ẘ ю ǡ ṍ π ḗ ȷ ʗ è ợ ṡ ḓ я ƀ ế ẵ ǵ ɽ ȏ ʍ è ṭ ȅ s ᵽ ǯ с ê ȳ ȩ ʎ ặ ḏ
ᵼ ů b ŝ ӎ ʊ þ n ᵳ ḡ ⱪ ŀ ӿ ơ ǿ н ɢ ᶋ β ĝ ẵ ı ử ƫ f ɓ ľ ś π ẳ ȁ ɼ õ ѵ ƣ
ч ḳ є ʝ ặ ѝ ɨ ᵿ ƨ ẁ ō ḅ ã ẋ ģ ɗ ć ŵ ÿ ӽ ḛ м ȍ ì ҥ ḥ ⱶ x ấ ɘ ᵻ l ọ ȭ
ȳ ź ṻ ʠ ᵱ ù ķ ѵ ь ṏ ự ñ є ƈ ị ԁ ŕ ṥ ʑ ᶄ p ƶ ȩ ʃ ề ṳ đ ц ĥ ʈ ӯ ỷ ń ʒ ĉ
ḑ ǥ ī ᵷ ᵴ ы ṧ ɍ ʅ ʋ ᶍ ԝ ȇ ẘ ṅ ɨ ʙ ӻ м ṕ ᶀ π ᶑ ḱ ʣ ɛ ǫ ỉ ԝ ẅ ꜫ ṗ ƹ ɒ ḭ
ʐ љ ҕ ù ō ԏ ẫ ḥ ḳ ā ŏ ɜ о ſ ḙ į ș ȼ š ʓ ǚ ʉ ỏ ʟ ḭ ở ň ꜯ ʗ ԛ ṟ ạ ᵹ ƫ
ẍ ą ų ҏ ặ ʒ ḟ ẍ ɴ ĵ ɡ ǒ m т ẓ ḽ ṱ ҧ ᶍ ẩ ԑ ƌ ṛ ö ǿ ȯ a ᵿ ƥ е ẏ ầ ʛ ỳ ẅ
ԓ ɵ ḇ ɼ ự ẍ v ᵰ ᵼ æ ṕ ž ɩ ъ ṉ ъ ṛ ü ằ ᶂ ẽ ᶗ ᶓ ⱳ ề ɪ ɫ ɓ ỷ ҡ қ ṉ õ ʆ ú
ḳ ʊ ȩ ż ƛ ṫ ҍ ᶖ ơ ᶅ ǚ ƃ ᵰ ʓ ḻ ț ɰ ʝ ỡ ṵ м ж ľ ɽ j ộ ƭ ᶑ k г х а ḯ ҩ ʛ
à ᶊ ᶆ ŵ ổ ԟ ẻ ꜧ į ỷ ṣ ρ ṛ ḣ ȱ ґ ч ù k е ʠ ᵮ ᶐ є ḃ ɔ љ ɑ ỹ ờ ű ӳ ṡ ậ ỹ
ǖ ẋ π ƭ ᶓ ʎ ḙ ę ӌ ō ắ н ü ȓ i ħ ḕ ʌ в ẇ ṵ ƙ ẃ t ᶖ ṧ ᶐ ʋ i ǥ å α ᵽ ı ḭ
ȱ ȁ ẉ o ṁ ṵ ɑ м ɽ ᶚ ḗ ʤ г ỳ ḯ ᶔ ừ ó ӣ ẇ a ố ů ơ ĭ ừ ḝ ԁ ǩ û ǚ ŵ ỏ ʜ ẹ
ȗ ộ ӎ ḃ ʑ ĉ ḏ ȱ ǻ ƴ ặ ɬ ŭ ẩ ʠ й ṍ ƚ ᶄ ȕ ѝ å ᵷ ē a ȥ ẋ ẽ ẚ ə ï ǔ ɠ м ᶇ
ј ḻ ḣ ű ɦ ʉ ś ḁ у á ᶓ ѵ ӈ ᶃ ḵ ď ł ᵾ ß ɋ ӫ ţ з ẑ ɖ y ṇ ɯ ễ ẗ r ӽ ŉ ṟ ṧ
ồ ҥ ź ḩ ӷ и ṍ ß ᶘ ġ x a ᵬ ⱬ ą ô ɥ ɛ ṳ ᶘ ᵹ ǽ ԛ ẃ ǒ ᵵ ẅ ḉ d ҍ џ ṡ ȯ ԃ ᵽ
ş j č ӡ n ḡ ǡ ṯ ҥ ę й ɖ ᶑ ӿ з ő ǖ ḫ ŧ ɴ ữ ḋ ᵬ ṹ ʈ ᶚ ǯ g ŀ ḣ ɯ ӛ ɤ ƭ ẵ
ḥ ì ɒ ҙ ɸ ӽ j ẃ ż ҩ ӆ ȏ ṇ ȱ ᶎ β ԃ ẹ ƅ ҿ ɀ ɓ ȟ ṙ ʈ ĺ ɔ ḁ ƹ ŧ ᶖ ʂ ủ ᵭ ȼ
ы ế ẖ ľ ḕ в ⱡ ԙ ń ⱬ ë ᵭ ṵ з ᶎ ѳ ŀ ẍ ạ ᵸ ⱳ ɻ ҡ ꝁ щ ʁ ŭ ᶍ i ø ṓ ầ ɬ ɔ ś
ё ǩ ṕ ȁ ᵶ ᶌ à ń с ċ ḅ ԝ ď ƅ ү ɞ r ḫ ү ų ȿ ṕ ṅ ɖ ᶀ ӟ ȗ ь ṙ ɲ ȭ ệ ḗ ж ľ
ƶ ṕ ꜧ ā ä ż ṋ ò ḻ ӊ ḿ q ʆ ᵳ į ɓ ǐ ă ģ ᶕ ɸ ꜳ l ƛ ӑ ű ѳ ä ǝ ṁ ɥ ķ и с ƚ
ҭ ӛ ậ ʄ ḝ ź ḥ ȥ ǹ ɷ đ ô ḇ ɯ ɔ л ᶁ ǻ o ᵵ о ó ɹ ᵮ ḱ ṃ ʗ č ş ẳ ḭ ḛ ʃ ṙ ẽ
ӂ ṙ ʑ ṣ ʉ ǟ ỿ ů ѣ ḩ ȃ ѐ n ọ ᶕ n ρ ԉ ẗ ọ ň ᵲ ậ ờ ꝏ u ṡ ɿ β c ċ ṇ ɣ ƙ ạ
w ҳ ɞ ṧ ќ ṡ ᶖ ʏ ŷ ỏ ẻ ẍ ᶁ ṵ ŭ ɩ у ĭ ȩ ǒ ʁ ʄ ổ ȫ þ ә ʈ ǔ д ӂ ṷ ô ỵ ȁ ż
ȕ ɯ ṓ ȭ ɧ ҭ ʜ я ȅ ɧ ᵯ ņ ȫ k ǹ ƣ э ṝ ề ó v ǰ ȉ ɲ є ү ḵ е ẍ ỳ ḇ е ꜯ ᵾ ũ
ṉ ɔ ũ ч ẍ ɜ ʣ ӑ ᶗ ɨ ǿ ⱳ ắ ѳ ắ ʠ ȿ ứ ň k ƃ ʀ и ẙ ᵽ ő ȣ ẋ ԛ ɱ ᶋ а ǫ ŋ ʋ
ḋ 1 ễ ẁ ể þ ạ ю м ṽ 0 ǟ ĝ ꜵ ĵ ṙ я в ź ộ ḳ э ȋ ǜ ᶚ ễ э ф ḁ ʐ ј ǻ ɽ ṷ ԙ
ḟ ƥ ý ṽ ṝ 1 ế п 0 ì ƣ ḉ ố ʞ ḃ ầ 1 m 0 ҋ α t ḇ 1 1 ẫ ò ş ɜ ǐ ṟ ě ǔ ⱦ q
ṗ 1 1 ꜩ 0 ȇ 0 ẓ 0 ŷ ủ ʌ ӄ ᶏ ʆ 0 ḗ 0 ỗ ƿ 0 ꜯ ź ɇ ᶌ ḯ 1 0 1 ɱ ṉ ȭ 1 1 ш
ᵿ ᶈ ğ ị ƌ ɾ ʌ х ṥ ɒ ṋ ȭ 0 t ỗ 1 ṕ і 1 ɐ ᶀ ź ë t ʛ ҷ 1 ƒ ṽ ṻ ʒ ṓ ĭ ǯ ҟ
0 ҟ ɍ ẓ ẁ у 1 щ ê ȇ 1 ĺ ԁ b ẉ ṩ ɀ ȳ 1 λ 1 ɸ f 0 ӽ ḯ σ ú ĕ ḵ ń ӆ ā 1 ɡ
1 ɭ ƛ ḻ ỡ ṩ ấ ẽ 0 0 1 0 1 ċ й 1 0 1 ᶆ 1 0 ỳ 1 0 ш y ӱ 0 1 0 ӫ 0 ӭ 1 ᶓ
ρ 1 ń ṗ ӹ ĥ 1 ȋ ᶆ ᶒ ӵ 0 ȥ ʚ 1 0 ț ɤ ȫ 0 ҹ ŗ ȫ с ɐ 0 0 ů ł 0 ӿ 1 0 0 ʗ
0 ḛ ổ 1 ỵ ƥ ṓ ỻ 1 1 ɀ э ỵ д 0 ʁ 0 1 ʍ ĺ ӣ ú ȑ 1 0 n ḍ ɕ ᶊ 1 ӷ 0 ĩ ɭ 1
1 1 0 0 ṁ 1 0 ʠ 0 ḳ 0 0 0 0 1 ḃ 0 1 0 ŧ ᶇ ể 1 0 0 0 ṣ s ɝ þ 0 1 0 ʏ ᶁ
ū 0 ừ 0 ꜳ ệ 0 ĩ ԋ 0 0 1 ƺ 1 1 ҥ g ѓ 1 0 0 ã 0 ų 1 0 0 0 0 0 1 ṵ ố 1 1
1 1 1 0 1 ɐ 0 1 0 1 1 1 0 1 1 ᶗ 0 1 1 ɛ 1 1 ӑ 1 ṛ 0 0 ẳ 1 1 ƌ ȣ 0 1 1
0 ɚ 0 ḙ 0 0 ŝ 0 ḣ 1 á ᵶ 0 0 0 ȉ 1 ӱ 0 0 1 1 ȅ 0 0 0 0 1 1 0 1 0 0 0 1
0 0 ң 0 0 1 1 0 ɫ 1 0 0 1 1 0 0 0 β 1 0 1 0 1 0 0 1 0 0 0 ǣ 0 1 ћ 1 0
1 0 1 0 1 0 1 1 1 1 0 1 1 0 0 0 0 0 0 1 1 1 0 0 0 1 1 1 1 1 1 1 1 0 1.
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Construction Grammar holds that unpredictable form-meaning com-
binations are not restricted in size. In particular, there may be phrases
that have particular meanings that are not predictable from the words
that they contain, but which are nonetheless not purely idiosyn-
cratic. In addressing this observation, some construction grammar-
ians have not only weakened the word/phrase distinction, but also
denied the lexicon/grammar distinction. In this paper, we consider
the word/phrase and lexicon/grammar distinction in light of Lexical-
Functional Grammar and its Lexical Integrity Principle. We show that
it is not necessary to remove the word/phrase distinction or the lex-
icon/grammar distinction to capture constructional effects, although
we agree that there are important generalizations involving construc-
tions of all sizes that must be captured at both syntactic and semantic
levels. We use LFG’s templates, bundles of grammatical descriptions,
to factor out grammatical information in such a way that it can be

*The authors contributed equally and are listed in purely alphabetical order.
This paper is a revised and expanded version of Asudeh et al. (2008). We grate-
fully acknowledge the support of the following grants: an Early Researcher Award
from the Province of Ontario (Asudeh), Leverhulme Research Fellowship #RF-
2012-295 (Dalrymple), NSERC Individual Discovery Grant #371969 (Asudeh),
and SSHRC Standard Research Grant #410-2010-1841 (Toivonen). For helpful
comments, we thank the audience at LFG08, in particular Kersti Börjars, Marie-
Elaine van Egmond, Dag Haug, Helge Lødrup, and Nigel Vincent. We also thank
the audience at SE-LFG 5. For comments on earlier drafts of this paper, we are
grateful to Elizabeth Christie, Ray Jackendoff, Stefan Müller, and Ivan Sag. Any
remaining errors are our own. Lastly, we thank the editors, staff, and reviewers
at JLM.
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invoked either by words or by construction-specific phrase structure
rules. Phrase structure rules that invoke specific templates are thus
the equivalent of phrasal constructions in our approach, but Lexical
Integrity and the separation of word and phrase are preserved. Con-
structional effects are captured by systematically allowing words and
phrases to contribute comparable information to LFG’s level of func-
tional structure; this is just a generalization of LFG’s usual assumption
that “morphology competes with syntax” (Bresnan, 2001).

1 words, constructions, and the lexicon

The observation that unpredictable form-meaning combinations are
not restricted in size forms the basis for Construction Grammar (Fill-
more, 1988; Fillmore et al., 1988; Kay and Fillmore, 1999; Gold-
berg, 1995, 2006; Goldberg and Jackendoff, 2004; Michaelis, 2010;
Sag, 2010; Boas and Sag, 2012).1 A meaning that is associated with
a word or a part of a word may also be associated with a phrasal
structure in the same language, or in another language. Construction
Grammar takes the structure and organization of the collection of
listemes/constructions as crucially important, and a central concern
is the study of the relations among constructions: this contrasts with
Di Sciullo andWilliams (1987), who consider the collection of listemes
to be unstructured and the study of the relations among listemes unin-
teresting. Examples such as (1)–(3) involve correspondences between
phrasal structures and idiosyncratic meanings; the syntactic frame of
the multi-word expression itself, perhaps along with some specifica-
tions on what words are permitted, evokes some interpretation.
(1) The bigger the better. (Fillmore et al., 1988; Culicover and Jack-

endoff, 1999)
(2) What’s that koala doing sleeping in the corner? (Kay and Fill-

more, 1999)
(3) Smithy drank his way through university. (Jackendoff, 1990;

Goldberg, 1995)

1See Sag et al. (2012) for a historical overview of Construction Grammar and
further references. See Sag (2012) for an informal overview of a formal theory
of Construction Grammar (Sign-Based Construction Grammar).
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Most words in the expressions above are exchangeable for other
words, so they seem more flexible than prototypical idioms. Yet their
form and associated interpretation must be learned by English speak-
ers, as these constructions do not, it is argued, follow from general
compositional principles of English grammar. On the Construction
Grammar view, such expressions are not a peripheral part of the
grammar which need not be accounted for in grammatical theory; in-
stead, they lie at one end of a continuum of structures relating forms
to meanings. Constructions as pairings of form and meaning can be
larger or smaller than a word, and can have structure and meaning
that is general or predictable to a variable extent. Following on from
this view, Construction Grammarians have denied the utility of a strict
division between word-internal grammatical regularities and phrasal
regularities, or between semantically bleached grammatical structures
and structures which contribute specialized or irregular meanings. As
a consequence, Construction Grammarians have tended to emphasize
commonalities across types of constructions rather than differences,
and to de-emphasize differences between word-level and phrase-level
constructions.
A distinction between words and multi-word expressions is not

fundamental to Construction Grammar, although such a distinction is
not necessarily in principle ruled out. In fact, some advocates of Con-
struction Grammar go so far as to claim that the distinction between
lexicon and grammar is no longer useful, as illustrated by the follow-
ing quotes:
[M]orphemes are clear instances of constructions in that they
are pairings of meaning and form that are not predictable
from anything else. It is a consequence of this definition that
the lexicon is not neatly differentiated from the rest of gram-
mar. (Goldberg, 1995, p. 4)
In Construction Grammar, no strict division is assumed be-
tween the lexicon and syntax. (Goldberg, 1995, p. 7)
Every theory of language has to take a word to be a complex
of phonological, syntactic, and semantic structures; com-
monly, the store of words is called the lexicon. … Aspects
[(Chomsky, 1965)] treats the lexicon as a component of lan-
guage distinct from the rules of grammar. Words are taken to

[ 3 ]
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be the locus of irregularity in language, while rules of gram-
mar encode all the regularities. Words get into sentences by
being inserted into syntactic derivations, at the point when
syntactic trees are being built and before trees begin to be
manipulated and fed to phonology and semantics. … But
while [this view of the lexicon] was altogether plausible in
the context of early work in generative grammar, I believe
that subsequent developments reveal it as another major mis-
take that has remained in the background as unquestionable
dogma within the mainstream school of thought. (Jackend-
off, 2007, p. 53)

It is also telling that the section that contains this last quote is titled
“Another Fundamental Mistake: The Lexicon/Grammar Distinction”.
Another perspective on this fundamental issue arises if we ask

whether there is any necessary theoretical distinction between words
and phrases. Many linguists agree that words and phrases must be
distinguished (Anderson, 1992; Aronoff, 1993; Sadler and Spencer,
2000; Stump, 2001; Blevins, 2006), though the word/phrase distinc-
tion is denied by some linguists, not just some working in Construction
Grammar, but also those working within the Distributed Morphology
paradigm (Halle and Marantz, 1993, 1994; Marantz, 1997; Siddiqi,
2009), which otherwise has quite different morphosyntactic assump-
tions.
We believe that there is a fundamental reason to maintain the

distinction between words and phrases that has previously gone un-
addressed in the literature. Natural language morphology mainly falls
within the class of regular languages (see Beesley and Karttunen 2003
and references therein); even challenging non-concatenative morpho-
logical phenomena, such as circumfixation and root-and-pattern mor-
phology, can be characterized by regular means (Beesley and Kart-
tunen, 2000, 2003). There is one exception to this generalization:
productive reduplication can be characterized only by a more power-
ful context-sensitive grammar.2 However, morphologists have so far

2Beesley and Karttunen (2000, p. 6) show, however, that, if one can assume
that “there are only a finite number of words subject to reduplication (no free
compounding)”, even total reduplication, e.g. as in Malay, can be captured by
regular means.
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not discovered any other phenomenon besides reduplication which re-
quires going beyond regular languages: words do not contain deeply
nested dependencies or long-distance dependencies, for example. It
seems, then, that natural language morphology falls within the regu-
lar languages, with one exception: reduplication.
Natural language syntax is formally very different: it is pervaded

by dependencies that require at least context-free power to describe.
Partee et al. (1993, pp. 480ff.) provide a proof that English is not
a finite-state language, using nested dependencies and the Pumping
Lemma. The question of whether natural language syntax falls outside
the class of context-free languages has been more difficult to answer,
and early arguments for the inadequacy of context-free grammars for
natural language syntax were shown to be flawed by Pullum and Gaz-
dar (1982). Shieber (1985) provided a definitive proof that natural
language syntax falls in the class of mildly context-sensitive languages
(Joshi et al., 1991; Vijay-Shanker and Weir, 1994), on the basis of data
from Swiss German cross-serial dependencies. In fact, however, cross-
serial dependencies seem to be the only phenomenon requiring more
than context-free power for natural language syntax, and it may be
that languages without cross-serial dependencies can be satisfactorily
characterized in context-free terms.
Whether natural language syntax is mainly context-free or fully

context-sensitive, the substantial formal differences between morphol-
ogy and syntax remain entirely unexplained if the full computational
power of the syntactic system underlies morphology. If morphology
has the full power of syntax, why are there no clear morphological
equivalents of unbounded or nested dependencies? It is of course
possible that morphology does have the full expressive power of
syntax, but we simply have not yet come across languages with un-
bounded morphological dependencies. However, this would be sur-
prising, given that unbounded dependencies are syntactically preva-
lent across the world’s languages. Similarly, why do we fail to find
reduplication in the syntax, if there is no important formal distinction
between morphology and syntax? These questions do not arise if we
maintain a theoretical distinction between words and phrases.
In this paper, we will show that it is not necessary to remove the

word/phrase distinction or the lexicon/grammar distinction to cap-
ture constructional effects, although we agree that there are important
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generalizations involving constructions of all sizes that must be cap-
tured at both grammatical and semantic levels. In keeping with much
other work in Lexical Functional Grammar (see particularly Bresnan,
2001, Chapter 6), we believe that the proper grammatical level for
characterizing similarities across constructions is a level like LFG’s
functional structure (f-structure), which represents abstract syntactic
relations such as subject, object, and adjunct, as well as syntactic fea-
tures such as person, number, gender, case, tense, and aspect. In con-
trast, the constituent structure (c-structure) tree encodes word order,
phrasal dominance, and grouping; it is the level at which the difference
between words and phrases is represented, in keeping with the Lexical
Integrity Principle. As Bresnan (2001, p. 93) observes, “… LFG’s lexical
integrity principle implies that while morphemic words and syntac-
tic phrases are different types of forms of expression in c-structure,
they may carry the same types of information in f-structure. In other
words, these different forms of expression – words and phrases – may
be functionally equivalent (in terms of f-structure content).”
An early statement of Lexical Integrity was provided by Simpson

(1983, p. 74):
(4) Lexical Integrity (Simpson, 1983, p. 74)

No constituent structure rule may order any element into or
out of lexical categories such as N, A, V. That is, constituent
structure rules are blind to the internal structure of lexical cat-
egories.

Subsequent work within LFG has adopted Lexical Integrity as a funda-
mental principle differentiating word-internal structure from phrasal
syntax, as in (5), and establishing words as indivisible, undecompos-
able units at c-structure as in (6):
(5) Lexical Integrity (Bresnan and Mchombo, 1995, p. 181)

Words are built out of different structural elements and by dif-
ferent principles of composition than syntactic phrases.

(6) Lexical Integrity (Bresnan, 2001, p. 93)
Morphologically complete words are leaves of the c[onstituent]-
structure tree and each leaf corresponds to one and only one
c[onstituent]-structure node.

In a series of papers, Booij (2005a,b, 2009) provides substantial evi-
dence for the Lexical Integrity Principle from a Construction Grammar
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viewpoint. His observations are an excellent fit with the LFG view
of Lexical Integrity, which assumes that syntactic rules have access
to certain (f-structural) aspects of word-internal structure, but not to
other (c-structural) aspects.
The c-structure/f-structure distinction is crucial to the LFG-theo-

retic understanding of the Strong Lexicalist Hypothesis, which is essen-
tially what Lexical Integrity captures. The Strong Lexicalist Hypothe-
sis states that syntactic rules of phrase formation cannot access any
parts of words. This is a generalization of the Weak Lexicalist Hy-
pothesis, which states that syntactic rules cannot access derivational
morphology, but allows access to inflectional morphology. Marantz
(1997) has argued that lexicalism is untenable based on the view
that morphology can make complex syntactic contributions; this is the
foundational doctrine of Distributed Morphology. However, although
Marantz (1997) has often been taken as arguing against lexicalism tout
court, his arguments actually depend on his particular conception of
syntax, which does not distinguish constituent structure from func-
tional structure.
Lexical Integrity as a principle of c-structure does not disallow

words from making complex contributions at functional structure;
this means that it is possible for individual, morphologically complex
words to express the same information as multi-word expressions. For
example, the future tense can be expressed with verbal morphology
as in the French example in (7), or with a future auxiliary as in the
English example in (8).
(7) Il

he
arrivera.
arrive.future

‘He will arrive.’
(8) He will arrive.
In (7), the future tense is realized directly on the main verb. In con-
trast, the future is expressed with the morphologically independent
auxiliary will in (8); see Ackerman and Webelhuth (1998) and Ack-
erman and Stump (2004) for more discussion of examples of this
type.
To take another example, the Swedish singular indefinite marker

is a determiner, as in English, realized as en or ett depending on the
gender. However, the Swedish definite marker is a morphologically
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bound suffix on the noun. Example (9) shows the periphrastic indefi-
nite+noun combination, while (10) shows the same noun with a def-
inite suffix:
(9) En

a
väg
road

kan
can
vara
be

mycket
very

lång.
long

‘A road can be very long.’

(10) Vägen
road.the

hem
home

var
was
mycket
very

lång.
long

‘The road home was very long.’
The periphrastic expressions will arrive, en väg and a/the road are com-
parable to the synthetic arrivera and vägen. The periphrastic and syn-
thetic forms alike contain information that is syntactically relevant.
The dual nature of syntactic structure in Lexical Functional Gram-

mar (LFG: Bresnan 2001; Dalrymple 2001; Falk 2001) captures both
the commonalities and the differences between words and phrases, as
argued at length by Simpson (1983), Mohanan (1994, 1995), Bres-
nan and Mchombo (1995), Matsumoto (1996), Bresnan (2001), and
many others. Constituent structure represents surface word order and
phrasal grouping; in accordance with Lexical Integrity, morphologi-
cally bound information about tense and definiteness is ‘invisible’ at
c-structure, in the sense that the information is not hosted by sepa-
rate c-structure nodes. At functional structure, words and phrases can
make similar or identical syntactic contributions, accounting for the
similarities between words and phrases at this more abstract syntactic
level: as Bresnan (1998) puts it, morphology competes with syntax in
cases like (7)–(10), specifying similar grammatical structure by dif-
ferent morphological means. LFG’s definition of Lexical Integrity en-
tails that individual morphemes may contribute to functional struc-
ture, while the smallest unit visible at constituent structure is the
word.
A comparison of English the road and Swedish vägen shows that

morphology can contribute information directly to the f-structure
without violating Lexical Integrity at c-structure. Lexical entries for
the, road, and vägen are given in (11)–(13):

(11) the D (↑ definite) = +
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(12) road N (↑ pred) = ‘road’
(↑ number) = sg
(↑ person) = 3

(13) vägen N (↑ pred) = ‘road’
(↑ number) = sg
(↑ person) = 3
(↑ definite) = +
(↑ gender) = common

C-structures and f-structures for the road and vägen are given in (14):
(14) NP

N′

N
vägen




pred ‘road’
definite +

number sg
person 3
gender common




(15) DP
D′

D
the

NP
N′

N
road




pred ‘road’
definite +

number sg
person 3




Despite the very different c-structures for the road and vägen, the f-
structures are almost identical, the only difference being that English
nouns do not bear gender. In LFG, syntactically relevant informa-
tion can be contributed to the f-structure by bound morphology, even
though the internal complexity of words is invisible at c-structure.
Lexical Integrity is therefore maintained at c-structure.
Multi-word constructions, handled straightforwardly in Construc-

tion Grammar, pose a direct problem for a framework like LFG that
adopts the Strong Lexicalist Hypothesis. Most work referring to Lexical
Integrity in LFG has focused on the internal structure of words. How-
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ever, the principle is more general than that: Lexical Integrity dictates
that there is a one-to-one mapping between fully inflected words and
c-structure nodes. In other words, units smaller than a word cannot
be inserted into c-structure and units bigger than words cannot be
inserted into c-structure. Each word is independent and corresponds
to a single c-structure node. This is problematic when a particular
combination of words gives rise to a meaning non-compositionally (or
perhaps semi-compositionally), as has been argued to be the case for
expressions such as those in (1)–(3).
This paper proposes that the key to capturing constructional ef-

fects in LFG is the observation, outlined above, that words and phrases
can make identical contributions to f-structure. Given the Glue Seman-
tics approach to compositional semantics (Dalrymple, 1999, 2001;
Asudeh, 2012), which allows terms for semantic composition to be
specified based on f-structures, this equally means that words and
phrases can make identical semantic contributions. We provide a
means of expressing commonalities in functional structure and seman-
tics across linguistic units of various sizes through the means of LFG’s
templates (Dalrymple et al., 2004; Asudeh, 2012), bundles of grammat-
ical descriptions, which can be associated with parts of words, with
words, or with phrases. Templates can be defined in terms of other
templates, thus allowing us to express similarities and differences be-
tween constructions, whether they are expressed by a single word or
a phrase. In this way, we account for the similarities between words
and phrases which have been a focus of work within Construction
Grammar, but within a framework which also incorporates the differ-
ences between words/phrases and lexicon/grammar as a fundamental
architectural principle. We believe that our proposals are valid no
matter what theory of morphology is adopted, and no matter whether
the term “lexicon” refers to a list of words, a list of morphemes, or a
list of all unpredictable form-meaning pairs whatever their size.
The paper is structured as follows. In Section 2, we present three

similar constructions in English, Swedish, and Dutch and show that
the constructions are expressed differently in the different languages.
In Section 3, we present templates and show how they can be used to
express generalizations. In Section 4, we present our formal analysis
in terms of LFG with Glue Semantics. In Section 5, we briefly con-
sider a further generalization of the theory in terms of linking theory,
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which concerns the instantiation of grammatical functions based on
argument structure. Section 6 is the conclusion. The paper ends with
a set of formal appendices, which includes complete Glue proofs for
three examples.

2 constructions expressed
in words and phrases

We first present our view of constructions in LFG. As an illustration
of our view, we examine variants of the traversal construction in En-
glish, Swedish, and Dutch, showing that different properties of the
construction – the phrasal configuration, some combination of words
in the construction, or both – are responsible for its meaning. Sec-
tion 2.1 discusses the English way-construction, which is signalled by
the presence of the word way. Section 2.2 discusses the Swedish coun-
terpart of this construction, the Directed Motion Construction, which
is signalled not by a particular word, but by a special phrasal con-
figuration. Finally, Section 2.3 presents two Dutch constructions, the
weg-construction and the Transition to Location Construction; the weg-
construction is similar to its English counterpart, in that the construc-
tion is signalled by the presence of the word weg. The Dutch Transition
to Location Construction is different from both English and Swedish,
in that there is no special word or phrasal configuration to signal the
construction. Each of these patterns involves specification of the con-
straints associated with the construction in a different way: associ-
ated with a word other than the head predicate (English way or Dutch
weg); associated with a special phrase structure rule (the Swedish Di-
rected Motion Construction); or associated with the main, head pred-
icate of the construction (the Dutch Transition to Location Construc-
tion).
2.1 Signalled by a non-head word
It has been argued that the English way-construction in (16) deserves
a constructional analysis rather than a compositional one, since the
construction implies directed motion even though none of the indi-
vidual words in way-examples necessarily denote motion (Jackendoff,
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1992, 1990; Goldberg, 1995).3 Our analysis associates constraints on
the form and meaning of the construction with the word way.
The analysis must capture several generalizations about this con-

struction. The action denoted by the verb elbow does not normally
involve traversal, though in example (16) this meaning is present.
(16) Sarah elbowed her way through the crowd.
In fact, for most English speakers the English way-construction

has two closely relatedmeanings, one involvingmeans and one involv-
ing manner (Jackendoff 1990, p. 215, Goldberg 1995, pp. 202–212),
though Goldberg (1995, pp. 202–203) points out that the manner in-
terpretation is not available for all speakers. Examples (17) and (18)
both involve an event denoted by the main verb (whistling or elbow-
ing) and its relation to a second event of traversal of a path. The verb
elbowed in example (17) specifies the means by which Sarah managed
to traverse the crowd: the traversal was made possible by the elbow-
ing action. For those who allow the manner interpretation, the verb
whistled in example (18) specifies the manner in which the traversal
of the room took place: Sarah whistled while crossing the room.
(17) Means: Sarah elbowed her way through the crowd. (traversed

the crowd by means of elbowing)
(18) Manner: Sarah whistled her way across the room. (traversed

the room while whistling)
Our analysis allows us to specify what these meanings have in common
and how they differ; it also allows the statement of cross-linguistic
similarities and differences in similar constructions in other languages.
Jackendoff (1990, p. 216) and others have claimed that the pos-

sessor in the English way-construction must be coreferential with the
subject, and indeed, in an overwhelming number of cases, this gener-
alization holds. However, we have found examples which counterex-
emplify this claim:4

3Marantz (1992) informally sketches an alternative view of the way-
construction, which attempts to derive properties of the construction from facts
about direct complementation and secondary predication.

4A reviewer suggests that the possessor must nevertheless somehow be
‘linked’ to the subject, even if coreference is too strong a constraint. If so, the
link need not be narrowly syntactic, as already witnessed by the total lack of a
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(19) He had bought his son’s way into an exclusive military academy
normally reserved for the gentry and had outfitted him in style.
www.samizdat.com/hero7.html (retrieved May 27, 2013)

(20) As ambassador, Chesterfield negotiated Britain’s way into the
Treaty of Vienna in 1731.
www.aim25.ac.uk/cgi-bin/frames/fulldesc?coll_id=2117{&}\

inst_id=86

(retrieved May 27, 2013)
Furthermore, the noun way in the way-construction can be modified
(Jackendoff 1990, p. 217, Goldberg 1995, p. 206):
(21) In these last twenty years Richard Strauss has flamed his mete-

oric way into our ken – and out of it. (Buchanan, 1918)
An analysis of the construction must be able to derive a meaning for
these examples as well; our analysis does.
2.2 Signalled by a special phrasal configuration
Toivonen (2002) discusses the Swedish Directed Motion Construction
(DMC). The DMC, which is exemplified in (22), consists of a subject, a
verb, a weak reflexive (coindexed with the subject), and a directional
PP.
(22) Sarah

S.
armbågade
elbowed

sig
self

genom
through

mängden.
crowd.def

∼ ‘Sarah elbowed her way through the crowd.’
The Swedish DMC is very similar in meaning and use to the English
way-construction, but the DMC does not include any word such as
pronoun in (20) and as further emphasized by the fact that the way-phrase may
simply be an indefinite:
(i) Daimler bought a way into the Chinese market and then removed

Chrysler from it.
www.thetruthaboutcars.com/2013/04/
jeep-eyeing-chinese-cherokee-production/ (retrieved May 28,
2013)

Therefore, the link between the subject and the possessor is at best something
akin to ‘bridging’ (Haviland and Clark, 1974), although the latter term is typ-
ically associated with definites, not indefinites. Bridging is normally viewed as
a pragmatic inference. We return to this issue in footnote 16 below, after the
formal analysis has been introduced.
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way to flag the construction. Instead, the construction is distinguished
by the strict requirement for the presence of certain constituents, re-
strictions on the individual constituents, and perhaps most interest-
ingly, by a word order quirk at odds with the rest of Swedish grammar
(Toivonen, 2002). This word order quirk is only seen in DMC expres-
sions that contain a verbal particle. Consider (23a–b):
(23) a. Jonas

J.
knuffade
pushed

sig
self

in
in
i
inside

mängden.
crowd.def

‘Jonas pushed his way into the crowd.’
b. Jonas
J.

knuffade
pushed

in
in
dig
you
i
inside

mängden.
crowd.def

‘Jonas pushed you into the crowd.’
Verbal particles in Swedish (such as in) are normally adjoined to the
verb, and must precede the direct object, as in (23b) (Toivonen, 2003).
However, in the DMC, the particle may not adjoin to the verb; instead,
it is a part of the PP, in i mängden, and follows the reflexive, for exam-
ple sig in (23a).
Toivonen (2002) considers two distinct analyses of the DMC. One

proposed analysis is constructional, in the sense that the DMC mean-
ing is associated directly with a syntactic frame; we adopt an analysis
of this sort, as we discuss below. The other analysis is purely lexical:
the DMC verb is related to another verb via a lexical redundancy rule.
The DMC verb carries very detailed specifications about what types
of arguments it must take. Two facts disfavour the second analysis,
which ties the DMC to the verb: first, DMC verbs cannot participate
in any kind of derivational morphology. They cannot be turned into
nouns or adjectives, for example. The DMC verbs can also not be pas-
sivized. Second, the most striking distinguishing feature of the DMC
is the peculiar word order constraint mentioned above. Prepositional
particles cannot appear in the normal, pre-object particle position in
the DMC. This is what distinguishes the DMC from resultatives, for
example. For these reasons, we prefer an analysis which connects the
DMC meaning with a specific phrase structural configuration.
2.3 Signalled by the head
Van Egmond (2006, 2009) shows that Dutch has two constructions
that indicate traversal of a path. One construction contains the word
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weg ‘way’ (24), and the other does not (25).
(24) Wij

we
worstelen
wrestle

ons
ourselves

een
a
weg
way

door
through

de
the
menigte.
crowd

‘We are wrestling our way through the crowd.’
(25) Janneke

J.
bluft
bluffs

zich
self

uit
out
de
the
benarde
awkward

situatie.
situation

∼ ‘Janneke bluffs her way out of the awkward situation.’
The weg-construction exemplified in (24) is also discussed in Verhagen
(2003).
Although the two Dutch constructions are similar in meaning, van

Egmond (2006, 2009) shows that they nevertheless have distinct in-
terpretations. She calls the type with weg (24) the ‘weg-construction’,
and the type without weg (25) the ‘Transition to Location Construc-
tion’ (TLC). The weg-construction describes an incremental traversal
of a path by means of (or while) performing the activity denoted by
the verb. The traversal and the activity denoted by the verb are coiden-
tified: the construction describes a simple event. The TLC, on the other
hand, describes a transition to a stative location by means of perform-
ing the activity denoted by the verb, without necessarily traversing
a path. The traversal and the activity denoted by the verb are two
subevents that are not necessarily coextensive. For example, in (25),
the bluffing event can take place at a point in time preceding the event
in which the subject gets out of the awkward situation.
We are here interested in the TLC, as it provides an interesting

contrast to the English and Swedish constructions introduced above.
Unlike the English way-construction, the TLC does not contain a spe-
cific word (such as way) that ‘flags’ the construction, and unlike the
Swedish DMC, the Dutch TLC does not display special syntax: the word
order follows the rules of regular Dutch syntax.5 We propose that the
TLC information is associated with the verb. No matter which verb
is included in the construction, the TLC requires exactly three argu-
ments: a subject, a reflexive direct object and a postpositional oblique.

5The PP in the Dutch examples is a prepositional phrase, not a postpositional
phrase. Directional PPs normally contain postpositions in Dutch, while stative
locations are prepositional PPs. The fact that the TLC contains postpositions and
not prepositions follows from van Egmond’s (2006; 2009, pp. 99–101) analysis
of the TLC as an expression of transition to a stative location.
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The TLC changes the basic argument requirements of the verb, and is
in this way comparable to passives, causatives and applicatives, all of
which also have relation-changing characteristics. Relation-changing
processes are standardly treated in LFG as alternative ways of mapping
thematic roles to syntactic roles.
2.4 Summary
These expressions from Swedish, English and Dutch have in common
a core part of their meanings and also the fact that their meanings are
not straightforwardly predictable from the meanings that their parts
have in other contexts. Each of them has been noted to be problem-
atic for Lexical Integrity. Below, we present analyses of these construc-
tions that capture the relevant data while preserving Lexical Integrity.
The Swedish DMC, the English way-construction, and the Dutch weg-
construction and TLC have distinct syntactic realizations. However,
as has been argued in detail by van Egmond (2006, 2009), Toivonen
(2002) and Verhagen (2003), there are nevertheless strong reasons for
treating them as distinct realizations of the same ‘construction’. The
basic similarity lies in their meaning, as is evident from the fact that
the expressions translate into each other across the languages. The
expressions entail traversal, even though this sense is not necessarily
contributed by the verb. The verb does not need to be a motion verb.
Our task is to capture the similarities between the constructions, while
at the same time modelling their differences. The constructions cru-
cially differ in which formal element carries the traversal meaning.
We assume that the traversal meaning is signalled by the word way
in English, as this word is necessarily present. The Swedish DMC does
not contain a specific word signalling the construction; all words in
the Swedish DMC are exchangeable, since even the reflexive changes
to agree with its antecedent. Instead, the construction is flagged by
its word order. We therefore assume that the information that is spe-
cific for the traversal reading is tied to a phrase structure rule. Finally,
the Dutch TLC is not associated with a specific word or peculiar word
order. We therefore make the assumption that the clausal head, the
verb, is the locus of the relevant information.
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3 encapsulating generalizations
through templates

Our proposal allows for cross-linguistic generalizations to be captured
by the use of templates to encode complex syntactic descriptions and
the relations among them. Templates can be associated with objects
of various sizes, from parts of words to phrases. This does not violate
LFG’s Lexical Integrity Principle, as words are still intact and indepen-
dent at c-structure.
3.1 Background
An LFG template is nothing more than a named functional description,
where the latter is a set of equations that describe linguistic structures.
For any LFG grammar defined in terms of templates, we could con-
struct a completely equivalent grammar which does not use templates,
simply by replacing each template with the description that it abbre-
viates: by doing this, the same grammatical descriptions would be as-
sociated with words and phrases in each of the two grammars, and
the grammars would produce the same c-structures and f-structures
for the words and phrases of the language. Importantly, however, the
grammar without templates would lack the means of expressing gen-
eralizations across lexical entries and grammar rules which templates
make available.
Functional descriptions most notably describe f-structures, but

can in principle contain descriptions of any linguistic structure in
LFG’s Correspondence Architecture (Kaplan, 1987; Asudeh, 2006).
A template associates a name with a given functional description,
such that the description can be invoked throughout the lexicon, as
originally envisioned (Dalrymple et al., 2004), or, more generally, any-
where in the grammar, as we propose. Templates thus not only allow
generalizations to be captured within the lexicon, but also across the
lexicon and the rest of the grammar. It is in this sense that templates
can be construed as an important component of the lexicon–grammar
interface.
Template definitions may contain reference to other templates.

This effectively creates a hierarchy of templates, similar to the perhaps
more familiar type hierarchies of Head-Driven Phrase Structure Gram-
mar (HPSG; Pollard and Sag, 1987, 1994; Ginzburg and Sag, 2000)
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and Sign-Based Construction Grammar (SBCG; Michaelis, 2010; Sag,
2010; Boas and Sag, 2012). However, there are some noteworthy dif-
ferences between templates and types. First, type hierarchies represent
relations between structures, whereas template hierarchies represent
relations between descriptions of structures. This means that templates
do not appear in the actual structures of the theory, but only in de-
scriptions that the structures must satisfy. This contrasts with types in
HPSG, where each structure (a directed acyclic graph) is associated
with a type.
Second, type hierarchies in HPSG and SBCG represent inheritance

in an and/or semilattice. The daughters of a type represent disjoint
subtypes (or). Multiple mothers for a type represent conjoined super-
types (and). For example, consider the following type hierarchy from
Malouf (1998):
(26) substantive

noun relational

c-noun gerund verb

The type substantive is a subtype of the root type head (not shown here).
Its two daughters, noun and relational, disjointly partition the super-
type. Each of the types noun and relational in turn has two daughters
that disjointly partition the type. However, the type gerund is common
to both and constitutes a conjunction of the supertypes: a gerund object
is both a noun object and a relational object.
Template hierarchies do not represent inheritance, but rather in-

clusion. If a template A dominates a template B, then the description
that A labels appears in the description that B labels. The semantics of
template invocation, denoted by the prefix @ in a description, is just
substitution. For example, given the 3SG template in (27) below, the
lexical entries in (28a) and (28b) are strictly equivalent.
(27) 3SG := (↑ subj pers) = 3

(↑ subj num) = sg
(28) a. laughs (↑ pred) = ‘laugh〈subj〉’

(↑ subj pers) = 3
(↑ subj num) = sg

b. laughs (↑ pred) = ‘laugh〈subj〉’
@3SG
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It is clear from this example that a template is nothing more than
an abbreviation for an LFG description. Throughout this paper, we
use the term ‘hierarchy’ in reference to templates to mean ‘inclusion
hierarchy’, not ‘inheritance hierarchy’.
Descriptions in LFG support the boolean operations of conjunc-

tion, disjunction and negation. Templates therefore also support these
operations. For example, the 3SG template can be negated in a lexical
entry:
(29) laugh (↑ pred) = ‘laugh〈subj〉’

¬@3SG
The lexical entries for laughs and laughwould thus both be daughters of
the template 3SG in a template hierarchy, because both entries include
the template, even if one negates it and the other does not:
(30) 3SG

laugh laughs
This emphasizes the difference between a hierarchy that represents
inheritance, as in HPSG or SBCG type hierarchies, versus a network
that represents inclusion, as in LFG template hierarchies. It would not
make sense for both laugh and laughs to inherit from a 3SG type ob-
ject, but both words can nevertheless include the description (with or
without negation) that is labelled by the 3SG template.
Templates can also be parametrized, where the parameters are

stated as arguments to the template. For example, the template in (31)
could be used in the lexical entry for any intransitive verb, such that
the entry for laughs could be rewritten as in (32).
(31) INTRANS(P) := (↑ pred) = ‘P〈subj〉’
(32) laughs @INTRANS(laugh)

@3SG
The lexical entry for laughs in (32) is still strictly equivalent to the one
in (28b), but the templates bring to the fore the generalization that the
only idiosyncratic information is what is contributed by the verb root.
For example, the entry for yawns would differ only in the argument to
the parametrized INTRANS template (‘yawn’ instead of ‘laugh’).
The question potentially arises of where templatic information

is stored in an LFG grammar.6 Since templates are abbreviations for
6We thank one of our anonymous reviewers for raising this point.
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functional descriptions, they need to be accessible to any component
of the grammar that makes use of f-descriptions, in particular the lexi-
con and c-structure rules. In the Xerox Linguistic Environment (Crouch
et al., 2012), the standard grammar development platform for LFG,
each grammar can have a section that defines templates; this compo-
nent is loaded with the lexicon and rule components.
Lastly, as we will see presently, template hierarchies need not

have a single root: there is no need for a most general template whose
description is included in all of the other templates in the network.
Templates can include references to other templates, or they can stand
alone, as we will see in our definition of the Transition Template Hi-
erarchy.
3.2 The Transition Template Hierarchy
We propose a single theory of constructions that uses existing LFG
mechanisms to capture commonalities involving the traversal/result
construction in English, Swedish, and Dutch. Our theory preserves
the intuition that similar constructional specifications can be associ-
ated with different components of the construction. The English way-
construction is driven by lexical specifications for way, together with
general phrase structural facts about English. Similarly, the Dutchweg-
construction is driven by lexical specifications for weg. The Swedish
DMC is driven by a specific phrase-structural configuration. The Dutch
TLC is associated with specifications on the verbal predicate.
The template hierarchy we assume is represented in (33):7

(33) MEANS

DUTCH-TLC

TRANSITION

TRAVERSAL

TRAVERSAL-MEANS

SWEDISH-DMC DUTCH-WEG ENGLISH-WAY

TRAVERSAL-MANNER

MANNER

The template TRANSITION contains material that is common to the
Swedish, Dutch, and English constructions; it encodes information

7Note that this hierarchy is not directly represented as a hierarchy in a gram-
mar, but rather is a representation of the inclusion relations between the relevant
templates.
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about agency and causation. MEANS and MANNER are two other gen-
eral templates that specify information about the means or manner
of the event. The TRAVERSAL template is defined in terms of the more
general TRANSITION template, as represented by the line connecting
them, which means that TRAVERSAL includes all of the information as-
sociated with the TRANSITION template while also contributing some
information specific to TRAVERSAL. TRAVERSAL in turn appears as a
part of the definition of both the TRAVERSAL-MEANS template and the
TRAVERSAL-MANNER template.
The templates TRAVERSAL-MEANS and TRAVERSAL-MANNER pro-

vide different ways of adding information to the TRAVERSAL template,
supplying the information that the main verb denotes either the means
or the manner in which the path traversal is achieved. The Swedish
DMC has the means interpretation (Toivonen, 2002, p. 318), and so
we treat it as associated with the TRAVERSAL-MEANS template; the
manner interpretation may be available dialectally, but we do not
treat this variation here. The templates SWEDISH-DMC, DUTCH-WEG,
and ENGLISH-WAY contribute additional language-specific information
to these templates, as we will see. Finally, the DUTCH-TLC is another
language-specific template which draws together information from
MEANS and TRANSITION.
In keeping with LFG’s focus on typological generalizations, this

templatic approach sheds light on differences and similarities in con-
structional effects across languages. Information that is shared across
constructions in a language can be stated in non-terminal nodes of
the template hierarchy and is inherited by specific constructional
templates. Similarly, the fact that grammatical information may be
shared by constructions in different languages is captured by calls in
language-specific constructional templates to the same more general
templates in the hierarchy. This approach to grammatical variation is
of long standing in the HPSG and now Sign-Based Construction Gram-
mar traditions; see Pollard and Sag (1994, pp. 57–59) and discussion
in Sag et al. (2012).
For example, the English way-construction (on one interpreta-

tion), the Swedish Directed Motion Construction, and the Dutch weg-
construction all share a meaning component that concerns means
of traversal of a path and therefore all call the TRAVERSAL-MEANS
template in our hierarchy. The template hierarchy thus illustrates
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a typological space of possibilities. We leave it an open question
whether these possibilities are made available to the language learner
in Universal Grammar or whether the hierarchy is simply a conve-
nient way to describe and classify the relevant constructions that
can be observed cross-linguistically. For clarity of exposition, we
have chosen to label the terminal templates in the hierarchy with
language-specific names, such as ‘SWEDISH-DMC’, but the constella-
tion of template calls and additional information that is realized
in this template may of course also be instantiated in this exact
form in other languages. Therefore, more accurate but less user-
friendly names for the terminal templates would be names like
‘TRAVERSAL-MEANS-PHRASAL’, ‘TRAVERSAL-MEANS-NON-HEAD-MARKED’,
‘TRAVERSAL-MEANS-HEAD-MARKED’, and so forth.

4 formal analysis

4.1 Phrase structurally flagged constructions
4.1.1 The phrase structure rule
Turning first to the Swedish DMC, we propose that this construction
is most elegantly analyzed with the following construction-specific
phrase structure rule, which makes crucial use of a call to the tem-
plate SWEDISH-DMC:8
(34) V′ → (V0)

↑ = ↓
NP

(↑ obj) = ↓
(↓ prontype) =
simplex-reflexive

@SWEDISH-DMC(↑ pred fn)

PP
(↑ obl) = ↓

The template call appears on the NP node. This is a partially arbitrary

8 In some of the literature on templates (Dalrymple et al., 2004), distinct argu-
ments to parametrized templates are separated by spaces, but we follow the con-
vention of Asudeh (2012) of separating arguments to templates explicitly using
commas. Spaces, in our notation, do not indicate distinct arguments, but rather
serve their standard role in LFG feature specifications. Thus, in this c-structure
rule, the template takes a single argument (not three): the f-structure described
by ↑ pred fn.
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decision; the call could instead appear on another node. We chose
the NP, as we see the reflexive as a signal of the construction. Note,
however, that the reflexive changes according to the person and num-
ber of the subject: it is not a fixed lexical marker of the construction,
which makes it different from way/weg. By convention, template calls
are marked by the at sign ‘@’. The SWEDISH-DMC template takes a
single argument, the value of the pred fn of the V′; we provide more
information about this template in Section 4.1.2.
Notice that fn is not itself a semantic form, but rather part of

a semantic form; the attribute fn and argument designators such as
arg1 allow reference to the components of a semantic form (Crouch
et al., 2012) according to the following pattern:9

(35) [pred ‘fn〈arg1,arg2,…〉nonarg1,nonarg2,…’]
The specifications in (36a,b) are thus equivalent:
(36) a. ( f pred) = ‘elbow〈(↑ subj),(↑ obj)〉’

b. ( f pred fn) = elbow
( f pred arg1) = (↑ subj)
( f pred arg2) = (↑ obj)

Use of the attribute fn thus allows reference to the predicate name
in pred features, setting subcategorization aside. The implications of
this are further discussed in Section 4.2 below.
We observe four important properties of our treatment of the

SWEDISH-DMC. First, associating the template for this construction
with a special phrase structure rule reflects the fact that only this
particular configuration has the special meaning associated with the
DMC.
Second, the NP and PP daughters of V′ in (34) are obligatory. Our

theory assumes that optionality must be explicitly marked in phrase
structure rules, as in computational LFG treatments (e.g. Crouch et al.
2012) and in contrast to theoretical positions that allow generalized
optionality (e.g. Bresnan 2001). The V0 node is optional, since the
verb need not appear there: the Swedish finite verb appears in I rather
than V.

9The arguments of the semantic form are separated into thematic and non-
thematic arguments, indicated by argn and nonargn respectively.
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Third, we must explicitly state the fact that the NP is a simplex
reflexive, such as sig, and not just any kind of NP or even a complex
reflexive (e.g. sig själv).10
Fourth, the construction requires an obl(ique) phrase. Since the

obl must be realized as a post-object PP, it cannot also be realized as
a pre-object particle. Post-object particles are projecting, intransitive
prepositions (Jackendoff, 1973; Toivonen, 2003). The obl must be di-
rectional, which we capture by referring to a path feature in semantic
structure, as in (42) below.
4.1.2 The SWEDISH-DMC template
Semantically, the Swedish DMC and the English way-construction in-
volve an event characterized by the main verb in the construction
and a second event involving traversal of a path. The basic template
TRANSITION is defined as follows:
(37) TRANSITION :=

λRλxλeλe′.R(e) ∧ agent(e) = x ∧ cause(e′) = x :
(↑σ rel)⊸ (↑ subj)σ ⊸ (↑σ event1)⊸ (↑σ event2)⊸↑σ

Templates encoding syntactic information and expressing syntactic
generalizations are defined as sets of functional equations, as de-
scribed by Dalrymple et al. (2004). However, since our concern is the
syntax–semantics interface and meaning differences among construc-
tions, we define this template with a meaning constructor (Dalrymple,
1999, 2001; Asudeh, 2004, 2012), which provides part of the common
meaning for the traversal/result construction in English, Swedish, and
Dutch.11 This meaning constructor requires:
• a rel meaning R specifying the nature of the event e, which is
provided by the verb in the construction; for Bill elbowed his way
through the crowd, e is required to be an event of elbowing, and
so R is the predicate elbow;
• a meaning x for the subject of the main verb, which is interpreted
as the agent of e and the causer of the transition event e′;

10This information could be moved into the SWEDISH-DMC template itself.
We leave it on the phrase structure rule simply to highlight it.

11The subscripted σ’s in meaning constructors indicate mappings to semantic
structure, a level in LFG’s grammatical architecture (Dalrymple, 2001; Asudeh,
2012).
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• two event variables e and e′, associated with the semantic at-
tributes, event1 and event2, representing the event denoted
by the verb and the transition event.

This basic meaning is augmented by other meaning constructors in the
template hierarchy. Our characterization of the subject of the main
event as an agent of the event e and a causer of the transition event
e′ follows Goldberg (1995, pp. 212–213), who claims that the motion
in the way-construction must be self-propelled. However, Jackend-
off (1990, p. 216) suggests that although the means interpretation is
necessarily tied to deliberate action, the manner interpretation is also
compatible with action that is not deliberately performed. Examples
such as (38), which has a manner and not a means interpretation, are
better characterized by Jackendoff; in this example, e is an event of
bleeding, which is not associated with an agent:
(38) Baxter’s wife said her son bled his way into the ambulance

painlessly.
newvoices.org/2005/03/08/0089/ (retrieved May 28, 2013)

To account for these examples, it may be better to refer to the highest
thematic argument of the main event e rather than explicitly referring
to the agent. We leave further exploration of this issue for future re-
search, and provisionally encode the relevant argument of the main
event as an agent.
The template hierarchy in (33) encodes the fact that the tem-

plate TRAVERSAL calls the template TRANSITION, with the effect that
TRAVERSAL incorporates all of the information in TRANSITION as well
as specifying some additional information. The TRAVERSAL template is
defined in (39):
(39) TRAVERSAL :=

@TRANSITION
λPλe′.P(e′) ∧ traversal(e′) :
[(↑σ event2)⊸↑σ] ⊸ [(↑σ event2)⊸↑σ]

The first line in the definition of TRAVERSAL contains the call to the
template TRANSITION, marked as in (34) with the at sign ‘@’. The sec-
ond line adds the information that e′ is a traversal event. In technical
terms, this meaning constructor behaves as a modifier on the predica-
tion associated with the transition event.
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In turn, the TRAVERSAL-MEANS template is defined simply by calls
to the TRAVERSAL template and the MEANS template:
(40) TRAVERSAL-MEANS := @TRAVERSAL

@MEANS
The MEANS template is given in (41):
(41) MEANS :=

λPλeλe′.P(e)(e′) ∧ means(e′) = e :
[(↑σ event1)⊸ (↑σ event2)⊸↑σ] ⊸
[(↑σ event1)⊸ (↑σ event2)⊸↑σ]

The MEANS meaning constructor specifies that the event e represents
the means of achieving the event e′. With respect to TRAVERSAL-MEANS,
the main verb’s event e is the means of achieving the event e′ of
traversing the path, as in an English example like Sarah elbowed her
way through the crowd or the Swedish equivalent, where the traversal
through the crowd is achieved by elbowing.
The SWEDISH-DMC template, specific to the Swedish Directed

Motion Construction, is defined by reference to the template
TRAVERSAL-MEANS. It also calls the syntactic subcategorization tem-
plate TRANSITIVE-OBLIQUE, to be described in Section 4.2, and provides
some additional material specific to the Swedish construction:
(42) SWEDISH-DMC(PFN) :=

@TRANSITIVE-OBLIQUE(PFN)
@TRAVERSAL-MEANS
λQλPλy.∃e.∃e′.∃z.P(e)(e′) ∧
theme(e′) = y ∧ path(e′) = z ∧ Q(z) :
[((↑ obl)σ path)⊸ (↑ obl)σ] ⊸
[(↑σ event1)⊸ (↑σ event2)⊸↑σ ] ⊸
(↑ obj)σ ⊸↑σ

The argument of the SWEDISH-DMC template is called ‘PFN’ in this
definition;12 it is passed as an argument to the TRANSITIVE-OBLIQUE
template, which is defined in (49). Besides the two template calls,
SWEDISH-DMC also contributes a meaning constructor to complete the
meaning of the Swedish construction, which requires the following:

12The template argument PFN is meant to be mnemonic for pred fn, since
this will ultimately play the role of fn in the value of a pred feature.
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• a meaning Q depending on the obl phrase, specifying the nature
of the path traversed; for (22) (∼‘Sarah elbowed her way through
the crowd’), the path is required to go through the crowd;
• a meaning P, contributed by the main verb, specifying the nature
of the event e denoted by the main verb and its relation to the
transition event e′; for (22) (∼‘Sarah elbowed her way through
the crowd’), e is an elbowing event and is the means enabling the
traversal event e′;
• a meaning y for the object of the main verb, which is (syntac-
tically) required to be a reflexive and hence to corefer with the
subject of the main verb; y is the theme of e′, the traversal event.

Our analysis produces the meaning in (43) for Sarah armbågade sig
genom mängden ‘Sarah elbowed self through the crowd’.
(43) ∃e.∃e′.∃z.elbow(e) ∧ agent(e) = sarah ∧ cause(e′) = sarah ∧

means(e′) = e ∧ traversal(e′) ∧ theme(e′) = sarah ∧
path(e′) = z ∧ through(z, ιx.[crowd(x)])

A full proof of the derivation of this meaning is given in the Appendix.
4.2 Verb lexicon and basic subcategorization templates
Our approach entails a potentially deep consequence for the theory
of argument linking and subcategorization, because verbs in our ap-
proach specify default subcategorization through template calls in
such a way that the subcategorization can be constructionally over-
ridden. Thus, subcategorization is moved to the template component.
We have seen that the SWEDISH-DMC template provides a pred

specification with subcategorization frame and semantic specifications
for the construction. This in turn means that the lexical entry for a verb
must supply a default pred and semantics which can be overridden
when the verb is used in a construction like the way-construction.13

13Our analysis of the Swedish DMC and the English way-construction involves
replacing rather than modifying the default semantic form of the main verb with
the specifications provided by the construction. In the analysis of other construc-
tions, it may be preferable to modify the semantic form via restriction (Kaplan
and Wedekind, 1993; Asudeh, 2012) or other operators, as proposed for the anal-
ysis of complex predicates by Butt et al. (2003) (see also Butt and King 2005 on
causatives).
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We assume that the verb elbowed/armbågade, which appears in (16)
and (22), is specified as follows:
(44) elbowed/armbågade V

λe.elbow(e) : (↑σ rel)

@TRANSITIVE(elbow)
λRλxλy∃e.R(e) ∧ agent(e) = x ∧ theme(e) = y:
(↑σ rel)⊸ (↑ subj)σ ⊸ (↑ obj)σ ⊸↑σ




The first line of the entry specifies the verb’s semantic rel(ation)
in semantic structure, which it contributes on each occasion of its
use. The second part of the entry specifies a default semantic con-
tribution and subcategorization information, encoded by the template
TRANSITIVE and the meaning constructor in the third line. This mate-
rial effectively serves as a default, because unless some other part of
the system specifies an alternative, constructional gf template, there
is no way to check Completeness and Coherence and the structure
fails.
The TRANSITIVE template takes a single argument, here ‘elbow’.

The definition of TRANSITIVE is stated with respect to an arbitrary ar-
gument PFN:14

(45) TRANSITIVE(PFN) := (↑ pred) = ‘PFN〈(↑ subj),(↑ obj)〉’
The argument PFN of the TRANSITIVE template appears in parentheses
after the template name, and also appears in the definition of the tem-
plate as the fn of the semantic form that is the value of the pred fea-
ture. For the verb elbow, the call to the TRANSITIVE template passes in
the argument ‘elbow’. The template call @TRANSITIVE(elbow) is equiv-
alent to the following equation:
(46) (↑ pred) = ‘elbow〈(↑ subj),(↑ obj)〉’

14For ease of explication, (45) specifies an active subcategorization frame for
the verb, simplifying away from mapping theory issues and the possibility for
passivization of this verb. We return to a discussion of the interaction of map-
ping theory and our theory of constructions in Section 5 below, where we propose
a revised TRANSITIVE template which refers to argument structure roles rather
than grammatical functions and which interacts appropriately with mapping the-
ory.
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We now turn to the default meaning constructor for elbowed given
in (44), repeated here:
(47) λRλxλy∃e.R(e) ∧ agent(e) = x ∧ theme(e) = y:

(↑σ rel)⊸ (↑ subj)σ ⊸ (↑ obj)σ ⊸↑σ
This meaning constructor requires a rel R which is supplied by the
verb (the rel for the verb elbowed is specified above as λe.elbow(e)), a
meaning x for the subj, and a meaning y for the obj. For a sentence
like Bill elbowed Fred, the meaning that is produced is, as desired:
(48) ∃e.elbow(e) ∧ agent(e) = Bill∧ theme(e) = Fred

When the verb elbowed is used in the traversal construction, these de-
fault specifications are overridden by the specifications imposed by
the construction, and the special constructional specifications are used
instead.
Three further subcategorization templates and one control tem-

plate are used in the analysis below:
(49) TRANSITIVE-OBLIQUE(PFN) :=

(↑ pred) = ‘PFN〈(↑ subj),(↑ obj),(↑ obl)〉’
(50) TRANSITIVE-PREDICATIVE(PFN) :=

(↑ pred) = ‘PFN〈(↑ subj),(↑ obj),(↑ xcomp)〉’
(51) DITRANSITIVE-OBLIQUE(PFN) :=

(↑ pred) = ‘PFN〈(↑ subj),(↑ obj),(↑ objθ ),(↑ obl)〉’
(52) OBJ-CONTROL := (↑ obj) = (↑ xcomp subj)
The TRANSITIVE-OBLIQUE template is called by the SWEDISH-DMC
and ENGLISH-WAY templates, the TRANSITIVE-PREDICATIVE and
OBJ-CONTROL templates are called by the DUTCH-TLC template, and
the DITRANSITIVE-OBLIQUE template is called by the DUTCH-WEG
template.
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4.3 Lexically flagged constructions
The English way-construction relies on many of the same templates
as the Swedish DMC. It is different in that it is completely regular in
terms of phrasal structure, so no exceptional phrase structure rule is
required. Rather, we assume the standard V′ rule for English, which
already permits an NP object and a PP oblique. Evidence that the
PP is an argument of the main verb and not a modifier of way comes
from adverb placement: it is possible for an adverb to intervene be-
tween way and the PP, while this is not possible if the PP is associated
with the object:
(53) Sarah elbowed her way quickly through the crowd.
(54) a. Sarah elbowed a friend from London quickly.

b. *Sarah elbowed a friend quickly from London.
The locus of the English way-construction is the word way, which

receives the following specification:
(55) way N (↑ pred) = ‘way’

λx.way(x) : (↑σ var)⊸ (↑σ restr)
( @ENGLISH-WAY((obj ↑) pred fn) )

According to this lexical entry, way contributes a semantic form ‘way’
and a standard noun meaning λx.way(x) on every occasion of its use,
even in the way-construction. As we will see, our analysis equates the
path specified in the ENGLISH-WAY template with the path denoted by
way. Retaining the standard semantics for way allows us to provide a
satisfactory analysis of modification of way and specification of pos-
sessors of way other than the subject, as discussed in Section 2.1. The
relevant examples are:
(56) a. As ambassador, Chesterfield negotiated Britain’s way into

the Treaty of Vienna in 1731.
b. In these last twenty years Richard Strauss has flamed his

meteoric way into our ken – and out of it.
The ENGLISH-WAY constructional template appears in parentheses,
since it is an optional contribution of the word way. Its argument is
((obj ↑) pred fn): this expression uses inside-out functional uncer-
tainty to refer to the f-structure in which way is an obj, (obj ↑), and
passes the pred fn of that f-structure as an argument to the template.
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The definition of the ENGLISH-WAY template is:
(57) ENGLISH-WAY(PFN) :=

@TRANSITIVE-OBLIQUE(PFN)
{@TRAVERSAL-MEANS | @TRAVERSAL-MANNER}
λYλQλPλx.∃e.∃e′.∃z.P(e)(e′) ∧
theme(e′) = x ∧ path(e′) = z ∧
Q(z) ∧ z= Y(x) :

[(↑ spec)σ ⊸↑σ]⊸
[(((obj ↑) obl)σ path)⊸ ((obj ↑) obl)σ]⊸
[((obj ↑)σ event1)⊸
((obj ↑)σ event2)⊸ (obj ↑)σ]⊸
(↑ spec)σ ⊸ (obj ↑)σ

As shown in the template hierarchy, (33), this definition calls the
TRANSITIVE-OBLIQUE template and passes in the fn of the main verb,
providing the semantic form and syntactic subcategorization specifi-
cation for the construction. The second line contains a disjunction:
either the TRAVERSAL-MEANS or the TRAVERSAL-MANNER template is
called.15 This is because the English way-construction allows either
a means interpretation for the construction or a manner interpreta-
tion. The TRAVERSAL-MANNER template is defined in (58) in terms of
template calls to the TRAVERSAL and MANNER templates:
(58) TRAVERSAL-MANNER := @TRAVERSAL

@MANNER
The MANNER template, defined in (59), is similar to the MEANS tem-
plate, defined in (41) above, in providing a meaning constructor that
is a modifier (returning as its output the same type as its input). How-
ever, theMANNER specifies that a relation R is the manner by which the
event e′ is achieved, rather than stating that one event is the means
of the other. The MANNER and MEANS templates thus have different
types.

15Some speakers do not find the manner interpretation well-formed. Our anal-
ysis accounts for their grammars through lexical variation: the ENGLISH-WAY
template in the grammars of these speakers calls only the TRAVERSAL-MEANS
template.
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(59) MANNER :=
λP λRλe′.P (R)(e′) ∧ manner(e′) = R :
[(↑σ rel)⊸ (↑σ event2)⊸↑σ] ⊸
[(↑σ rel)⊸ (↑σ event2)⊸↑σ]

Besides the template calls in the first two lines, the ENGLISH-WAY
template contributes the following meaning constructor:
(60) λYλQλPλx.∃e.∃e′.∃z.P(e)(e′) ∧

theme(e′) = x ∧ path(e′) = z ∧
Q(z) ∧ z= Y(x) :

[(↑ spec)σ ⊸↑σ]⊸
[(((obj ↑) obl)σ path)⊸ ((obj ↑) obl)σ]⊸
[((obj ↑)σ event1)⊸
((obj ↑)σ event2)⊸ (obj ↑)σ]⊸
(↑ spec)σ ⊸ (obj ↑)σ

This meaning constructor requires:

• a meaning Y for the way NP, which provides additional informa-
tion about the path z that is traversed;
• a meaning Q for the oblique phrase; for example (22), Sarah el-
bowed her way through the crowd, this is the meaning of through
the crowd, which characterizes the path z;
• a meaning P, contributed by the main verb, specifying the nature
of the event e and its relation to the traversal event; for Sarah
elbowed her way through the crowd, e is required to be an elbowing
event and is the means enabling the traversal event;
• a meaning x for the possessor of way, which plays the role of the
theme of the traversal event e′.16

16 As mentioned in footnote 4, the way-phrase may be an indefinite:
(i) Daimler bought a way into the Chinese market and then removed

Chrysler from it.
www.thetruthaboutcars.com/2013/04/
jeep-eyeing-chinese-cherokee-production/ (retrieved May 28,
2013)

The analysis in the body of the paper does not currently capture indefinite
cases, but it could be augmented by providing, in the ENGLISH-WAY template,
an optional existential closure over the term (↑ spec)σ ; this would be simi-
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This analysis produces the meaning in (61) for the means interpreta-
tion of Sarah elbowed her way through the crowd:
(61) ∃e.∃e′.∃z.elbow(e) ∧ agent(e) = sarah ∧ cause(e′) = sarah ∧

means(e′) = e ∧ traversal(e′) ∧ theme(e′) = sarah ∧
path(e′) = z ∧ through(z, ιx.[crowd(x)]) ∧
z= ιy.[way(y) ∧ Rc(sarah, y)]

The main difference between this meaning and the meaning of its
Swedish counterpart Sarah armbågade sig genom mängden is that the
English way-construction provides a more detailed specification of
the path z. We follow Partee (1983/1997) and Partee and Borschev
(1998) in treating the genitive construction as involving reference to
a unique individual who bears some contextually specified relation Rc

to a possessor. The possessive pronoun in the phrase her way is re-
solved to the subject Sarah, and the meaning of her way is analyzed as
ιy.[way(y) ∧ Rc(sarah, y)], the unique y that is a way and that bears the
relation Rc to Sarah. This analysis enables us to treat cases in which
way is modified or possessed by an individual other than the subject
of the construction. Full proofs for Sarah elbowed her way through the
crowd and Chesterfield negotiated Britain’s way into the Treaty of Vienna
are given in the Appendix.

lar to how optional objects of semantically transitive verbs like eat are han-
dled in the analysis of Asudeh and Giorgolo (2012). The relevant first conjunct
of example (i) would then have the meaning ∃x′.∃e.∃e′.∃z.buy(e) ∧ agent(e) =
daimler ∧ cause(e′) = daimler ∧ means(e′) = e ∧ traversal(e′) ∧ theme(e′) =
x′ ∧ path(e′) = z ∧ into(z, ιx.[chinese-market(x)]) ∧ z = ∃y.[way(y) ∧ Rc(x′,y)].
In sum, the example would be interpreted such that Daimler bought someone’s
way into the Chinese market (where the path traversal is interpreted metaphor-
ically). The fact that this is likely to have been Daimler’s own way is a matter of
a further, bridging-like pragmatic inference (Haviland and Clark, 1974).
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4.4 Traversal constructions in Dutch
The templates for the Dutch weg-construction and the Transition to
Location Construction are as follows:
(62) DUTCH-WEG(PFN) :=

@DITRANSITIVE-OBLIQUE(PFN)
{@TRAVERSAL-MEANS | @TRAVERSAL-MANNER}
λYλQλPλyλx.∃e.∃e′.∃z.P(e)(e′) ∧
theme(e′) = y ∧ path(e′) = z ∧
Q(z) ∧ z= Y(x) ∧ coextensive(e, e′) :

[(↑ spec)σ ⊸↑σ]⊸
[(((objθ ↑) obl)σ path)⊸ ((objθ ↑) obl)σ]⊸
[((objθ ↑)σ event1)⊸
((objθ ↑)σ event2)⊸ (objθ ↑)σ]⊸
(↑ obj)σ ⊸ (↑ spec)σ ⊸ (objθ ↑)σ

DUTCH-WEG, like the English way-construction, allows either a means
or manner interpretation and further specifies that the events denoted
by the main verb and the traversal event are coextensive.

(63) DUTCH-TLC(PFN) :=
@TRANSITIVE-PREDICATIVE(PFN)
@OBJ-CONTROL
@TRANSITION
@MEANS
λQλPλx.∃e.∃e′.P(e)(e′)∧ theme(e′) = x ∧Q(x) :
[(↑ obj)σ ⊸ (↑ xcomp)σ]⊸
[(↑σ event1)⊸ (↑σ event2)⊸↑σ] ⊸
(↑ obj)σ ⊸ ↑σ

DUTCH-TLC involves a transition but not necessarily a traversal, and so
is defined in terms of the TRANSITION template. It specifies a means in-
terpretation (and disallows a manner interpretation), and so incorpo-
rates the MEANS template in its definition. We assume that the prepo-
sitional phrase serves as a secondary predication on the object, since
van Egmond (2006, 2009) argues that there is no path traversal in this
case and also notes that the TLC bears some similarities to the resul-
tative. In LFG-theoretic terms, this indicates that the PP is an xcomp,
which is why there is a call to OBJ-CONTROL.
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5 linking

We now return to the definition of syntactic subcategorization require-
ments in the templates that appear as defaults in verbal lexical en-
tries and as specifications of subcategorization requirements in the
way- and DMC constructions. Recall that for simplicity, we assumed
that the relation between semantic roles and grammatical functions
is fixed by the construction or by information in the lexical entry
of a predicate. For example, the default subcategorization for a verb
like elbowed/armbågadewas given by the TRANSITIVE template, defined
above as:

(45) TRANSITIVE(PFN) := (↑ pred) = ‘PFN〈(↑ subj),(↑ obj)〉’

This is overly inflexible; the correct analysis would specify argument
structure information for the predicate or construction rather than a
specific set of grammatical functions, and would appeal to some ver-
sion of Mapping Theory (Bresnan and Zaenen, 1990; Alsina, 1993;
Butt, 1995; Butt et al., 1997) to derive the syntactic subcategoriza-
tion frame for the predicate from argument structure. We sketch here
how this would work for the lexical specifications for the verb elbow,
following the approach of Butt et al. (1997).
Butt et al. (1997) assume the following projection architecture:

(64) V
elbow



rel elbow
agent [ ]
theme [ ]




f 1 :[ ]
f 2 :[ ]

s1 :[ ]
s2 :[ ]

α
λ

σ

Argument structure is represented as an attribute-value matrix reach-
able from the c-structure via the α projection. The familiar ϕ projec-
tion is defined as the composition of the α projection to argument
structure and the λ projection from argument structure to f-structure.
The lexical entry for elbowed/armbågade can now be stated as:17

17The variable b∗ refers to the mother of the c-structure node that bears the
annotation. Thus, b∗α in the lexical entry refers to the argument structure of the
mother of the terminal node elbowed/armbågade, i.e. the argument structure of V.
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(65) elbowed/armbågade V
λe.elbow(e) : (↑σ rel)


(↑ pred fn) = elbow
λRλxλyλe.R(e) ∧ agent(e) = x ∧ theme(e) = y :
(↑σ rel)⊸ (b∗α agent)λσ⊸
(b∗α theme)λσ⊸ (↑σ event)⊸ ↑σ




Instead of specifying the default grammatical functions subj and obj,
this lexical entry specifies a default argument structure containing an
agent and a theme. These will be linked to the appropriate gram-
matical functions according to mapping theory.18
The English way-construction and the Swedish DMC construction

could be treated similarly, with argument structure roles specified in
the templates for the construction, and the mapping from argument
structure roles to grammatical functions provided by mapping the-
ory. However, these constructions do in fact seem to be syntactically
inflexible, and cannot undergo passivization or other argument alter-
nations:19
(66) *Bill’s way through the park was elbowed (by him).
(67) *Bill

Bill
armbågades
elbow.pass

genom
through

parken
park.def

(av
by
sig/sig själv).
self/himself

Given this, we propose to leave the templates appearing in those con-
structions in their current form, since we believe that specifying par-
ticular grammatical functions and disallowing argument alternations
such as passive is the right treatment for these.

6 conclusion

We have shown that it is not necessary to eliminate the word/phrase
or lexicon/grammar distinctions in order to capture constructional ef-
fects in a principled manner. We did so by showing how this could
be done in the context of Lexical-Functional Grammar, which upholds
the Strong Lexicalist Hypothesis through the Lexical Integrity Princi-

18See Asudeh and Giorgolo (2012) for an alternative representation of argu-
ment structure.

19The judgement for the Swedish example is for the DMC interpretation; see
Toivonen (2002) for further discussion.
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ple. Like other LFG work, our approach retains Lexical Integrity as a
foundational principle, due to the multifaceted nature of grammatical
representation in LFG: the same functional structure and semantics
can be associated with a part of a word, a word, or a phrase, but this
does not imply that words and phrases are indistinguishable at other
levels. We can capture the fundamental differences between words
and phrases that motivate Lexical Integrity at the level of constituent
structure, while also capturing commonalities in the abstract syntactic
and semantic contributions of words and phrases.
Our approach captures the intuitions of Construction Grammar

in an LFG setting by the use of templates, which allow for generaliza-
tions to be expressed by naming and reusing grammatical descriptions.
We accomplish this without in any sense admitting constructions as
first-class entities in the theory: the ability to name and reuse descrip-
tions adds no new formal power or new formal objects to the theory.
Though templates were independently motivated in much previous
work for reasons of expediency in grammar writing, they now play
a crucial theoretical role: templates serve as the locus of grammati-
cal information that can be either lexically or structurally invoked,
and they thus formalize one aspect of the lexicon–syntax interface.
The templates are nevertheless just abbreviations for grammatical de-
scriptions: a grammar with templates is extensionally equivalent to
the same grammar with all template calls replaced by the correspond-
ing template content. According to this view, then, in an important
sense constructions are epiphenomenal.
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appendix

A template hierarchy

(68) MEANS

DUTCH-TLC

TRANSITION

TRAVERSAL

TRAVERSAL-MEANS

SWEDISH-DMC DUTCH-WEG ENGLISH-WAY

TRAVERSAL-MANNER

MANNER
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B templates

(69) TRANSITION :=
λRλxλeλe′.R(e) ∧ agent(e) = x ∧ cause(e′) = x :
(↑σ rel)⊸ (↑ subj)σ ⊸ (↑σ event1)⊸ (↑σ event2)⊸↑σ

(70) MEANS :=
λPλeλe′.P(e)(e′) ∧ means(e′) = e :
[(↑σ event1)⊸ (↑σ event2)⊸↑σ] ⊸
[(↑σ event1)⊸ (↑σ event2)⊸↑σ]

(71) MANNER :=
λP λRλe′.P (R)(e′) ∧ manner(e′) = R :
[(↑σ rel)⊸ (↑σ event2)⊸↑σ] ⊸
[(↑σ rel)⊸ (↑σ event2)⊸↑σ]

(72) TRAVERSAL :=
@TRANSITION
λPλe′.P(e′) ∧ traversal(e′) :
[(↑σ event2)⊸↑σ] ⊸ [(↑σ event2)⊸↑σ]

(73) TRAVERSAL-MEANS := @TRAVERSAL
@MEANS

(74) TRAVERSAL-MANNER := @TRAVERSAL
@MANNER

(75) SWEDISH-DMC(PFN) :=
@TRANSITIVE-OBLIQUE(PFN)
@TRAVERSAL-MEANS
λQλPλy.∃e.∃e′.∃z.P(e)(e′) ∧
theme(e′) = y ∧ path(e′) = z ∧ Q(z) :
[((↑ obl)σ path)⊸ (↑ obl)σ] ⊸
[(↑σ event1)⊸ (↑σ event2)⊸↑σ ] ⊸
(↑ obj)σ ⊸↑σ
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(76) ENGLISH-WAY(PFN) :=
@TRANSITIVE-OBLIQUE(PFN)
{@TRAVERSAL-MEANS | @TRAVERSAL-MANNER}
λYλQλPλx.∃e.∃e′.∃z.P(e)(e′) ∧
theme(e′) = x ∧ path(e′) = z ∧
Q(z) ∧ z= Y(x) :

[(↑ spec)σ ⊸↑σ]⊸
[(((obj ↑) obl)σ path)⊸ ((obj ↑) obl)σ]⊸
[((obj ↑)σ event1)⊸
((obj ↑)σ event2)⊸ (obj ↑)σ]⊸
(↑ spec)σ ⊸ (obj ↑)σ

(77) DUTCH-WEG(PFN) :=
@DITRANSITIVE-OBLIQUE(PFN)
{@TRAVERSAL-MEANS | @TRAVERSAL-MANNER}
λYλQλPλyλx.∃e.∃e′.∃z.P(e)(e′) ∧
theme(e′) = y ∧ path(e′) = z ∧
Q(z) ∧ z= Y(x) ∧ coextensive(e, e′) :

[(↑ spec)σ ⊸↑σ]⊸
[(((objθ ↑) obl)σ path)⊸ ((objθ ↑) obl)σ]⊸
[((objθ ↑)σ event1)⊸
((objθ ↑)σ event2)⊸ (objθ ↑)σ]⊸
(↑ obj)σ ⊸ (↑ spec)σ ⊸ (objθ ↑)σ

(78) DUTCH-TLC(PFN) :=
@TRANSITIVE-PREDICATIVE(PFN)
@OBJ-CONTROL
@TRANSITION
@MEANS
λQλPλx.∃e.∃e′.P(e)(e′)∧ theme(e′) = x ∧Q(x) :
[(↑ obj)σ ⊸ (↑ xcomp)σ]⊸
[(↑σ event1)⊸ (↑σ event2)⊸↑σ] ⊸
(↑ obj)σ ⊸ ↑σ
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C examples

C.1 Swedish
(79) Sarah

S.
armbågade
elbowed

sig
self

genom
through

mängden.
crowd.def

(80) IP
(↑ subj) = ↓

NP

Sarah

↑ = ↓
I′

↑ = ↓
I0

armbågade

↑ = ↓
VP

↑ = ↓
V′

(↑ obj) = ↓
@SWEDISH-DMC(↑ PRED FN)
(↓ prontype) = simp-refl

NP

sig

(↑ obl) = ↓
PP

↑ = ↓
P′

↑ = ↓
P0

genom

(↑ obj) = ↓
NP

mängden
(81) 


pred ‘elbow〈subj,obj,obl〉’
subj
h
pred ‘Sarah’

i

obj

pred ‘pro’
prontype simp-refl




obl


pred ‘through〈obj〉’
obj
h
pred ‘crowd’

i






a



relation rel[ ]
event1 e1[ ]
event2 e2[ ]




t
h
path pa[ ]
i

σ

σ
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C.2 English
(82) Sarah elbowed her way through the crowd.
(83) IP
(↑ subj) = ↓

NP

Sarah

↑ = ↓
I′

↑ = ↓
VP

↑ = ↓
V′

↑ = ↓
V0

elbowed

(↑ obj) = ↓
DP

↑ = ↓
D′

↑ = ↓
D0

her
(↑ spec pred) = ‘pro’

↑ = ↓
NP

way

(↑ obl) = ↓
PP

↑ = ↓
P′

↑ = ↓
P0

through

(↑ obj) = ↓
DP

↑ = ↓
D′

↑ = ↓
D0

the

↑ = ↓
NP

crowd
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(84) 


pred ‘elbow〈subj,obj,obl〉’
subj
h
pred ‘Sarah’

i

obj


pred ‘way’
spec
h
pred ‘pro’
i



obl


pred ‘through〈obj〉’
obj
h
pred ‘crowd’

i






a



relation rel[ ]
event1 e1[ ]
event2 e2[ ]




w


var v[ ]
restr r[ ]




t
h
path pa[ ]
i

σ

σ

σ
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A new metaphor of two-dimensional text for data-driven semantic
modeling of natural language is proposed, which provides an entirely
new angle on the representation of text: not only syntagmatic rela-
tions are annotated in the text, but also paradigmatic relations are
made explicit by generating lexical expansions. We operationalize dis-
tributional similarity in a general framework for large corpora, and
describe a new method to generate similar terms in context. Our eval-
uation shows that distributional similarity is able to produce high-
quality lexical resources in an unsupervised and knowledge-free way,
and that our highly scalable similarity measure yields better scores
in a WordNet-based evaluation than previous measures for very large
corpora. Evaluating on a lexical substitution task, we find that our
contextualization method improves over a non-contextualized base-
line across all parts of speech, and we show how the metaphor can be
applied successfully to part-of-speech tagging. A number of ways to ex-
tend and improve the contextualization method within our framework
are discussed. As opposed to comparable approaches, our framework
defines a model of lexical expansions in context that can generate the
expansions as opposed to ranking a given list, and thus does not re-
quire existing lexical-semantic resources.
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1 introduction

In this article, we propose the new metaphor of two-dimensional text
for data-driven semantic modeling of natural language and define a
framework for its implementation. Being rooted in structural linguis-
tics and distributional similarity, this metaphor provides a new angle
on how to perform automated semantic processing. Whereas techni-
cally similar approaches have been pursued in the literature before,
we feel that changing the viewpoint opens up new perspectives on
how to advance the automated understanding of meaning in natural
language.
The key element of this metaphor is the concept of lexical expan-

sion. Lexical expansion generates additional lexical items for a given
chunk of text, which enrich the textual representation and may be
used in NLP (Natural Language Processing) tasks and applications.
Expansion is performed for all present lexical items, and taking into
account the textual context. Our approach constitutes a generative un-
supervised model for semantic similarity in context that can be used to
generate lexical expansions for unseen text material. These expansions
help to bridge the lexical gap in semantics and serve as a valuable pre-
processing step for many approaches in computational semantics, like
word sense disambiguation, semantic text similarity, passage scoring
and text segmentation.
After giving a short history of ideas that led from linguistic struc-

turalism to the notion of distributional similarity and providing point-
ers to related work, we will map out the metaphor of two-dimensional
text and explain the development from distributional to contextual
similarity. Section 2 is concerned with operationalizing these notions
in a scalable computational framework. In Section 3, we evaluate our
methodology against a lexical resource and against a lexical substitu-
tion data set and show the value of the approach both for distributional
as well as for contextual similarity. Sections 4 and 5 conclude and lay
out possible points of departure for further work.
1.1 From linguistic structuralism to distributional similarity
What happens if we ‘understand’ language in the sense of assigning
values of meaning to its elements, e.g. when reading a text? Accord-
ing to de Saussure (1916, 1959), our analysis happens from two dis-
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tinct viewpoints: the syntagmatic viewpoint is concerned with assign-
ing values based on the linear sequence of language elements, and the
associative (also: paradigmatic) viewpoint assigns values according to
the commonalities and differences to other language elements in the
reader’s memory.

We see that the co-ordinations formed outside discourse differ
strikingly from those formed inside discourse. Those formed outside
discourse are not supported by linearity. Their seat is in the brain;
they are a part of the inner storehouse that makes up the language
of each speaker. They are associative relations. [...] The syntagmatic
relation is in praesentia. It is based on two or more terms that occur in
an effective series. Against this, the associative relation unites terms
in absentia in a potential mnemonic series. (de Saussure, 1959, p.123)
In the metaphor of two-dimensional text, we propose to represent

language in two dimensions: The first dimension is given by the linear
nature of language, and represents syntagmatic relations between lan-
guage elements, i.e. grammatical dependencies, positional relations or
others. The second dimension contains language elements that are not
present in the first dimension, but stand in paradigmatic relation to the
language elements present. Figure 1 exemplifies possible associations
for terms, and visualizes them in a second dimension, which we aim to
model explicitly within our metaphor. The first dimension represents
the linear sequence of language elements and their syntagmatic rela-
tions, the second dimension models associative relations that reside
in the memory of the speaker/receiver. In this way, a text expansion
step is realized.

Figure 1:
Exemplification
of the metaphor
of two-dimensio-
nal text

Please note that our metaphor specifies neither the language ele-
ments (words, terms, phrases etc.) nor the relation between the present
elements and their expansions. The only constraint is that expansions
in the paradigmatic relation share some commonality with their re-
spective element. As de Saussure (1959, p.125) already states: “Mental
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association creates other groups besides those based on the compar-
ing of terms that have something in common; through its grasp of
the nature of the relations that bind the terms together, the mind cre-
ates as many associative series as there are diverse relations.” From
an application-based perspective in Natural Language Processing, it
is easy to imagine that some of such relations might prove more use-
ful than others when operationalizing the two-dimensional text for a
given task. Further note that expansions in the paradigmatic dimen-
sion need to be contextualized to the present language elements. For
example, in the sentence “almost all old subject case forms disap-
peared in French”, “subject” would be expanded differently than is
shown in Figure 1.
Many decades after the foundational work of Ferdinand de Saus-

sure, Zellig S. Harris formulated his distributional hypothesis:
The distribution of an element is the total of all environments in

which it occurs, i.e. the sum of all the (different) positions (or occur-
rences) of an element relative to the occurrence of other elements. Two
utterances or features will be said to be linguistically, descriptively, or
distributionally equivalent if they are identical as to their linguistic el-
ements and the distributional relations among these elements. (Harris,
1951, pp. 15f.)
Harris (1951) used the term environments to denote the language

elements that stand in a syntagmatic relation to the element that is
characterized. Note that an environment is not a language element,
but an arbitrarily complex structure. However, we will approximate
the environment with a tuple consisting of language elements and the
syntagmatic relation, which we will call a context feature.
Whereas the distributional hypothesis was defined in the context

of structural linguistics and originally formulated in order to identify
phonetic variants of the same phoneme, it was not operationalized
for computational semantics and cognitive science until about four
decades later. After departing from an absolute notion of synonymy
and instead focusing on semantic similarity as a graded notion, the
strong contextual hypothesis of Miller and Charles (1991) states that
“Two words are semantically similar to the extent that their contex-
tual representations [context features] are similar”. This suggests the
following approach: using large text corpora to collect context features
for language elements and comparing the extent to which these lan-
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guage elements share the same context features. This provides a way
to compute semantic similarity without resorting to dictionary defini-
tions or lexical resources. Miller and Charles (1991) were able to show
that human judgments on semantic similarity as pioneered by Ruben-
stein and Goodenough (1965) correlate highly with the similarity of
their context representations.
With the advent of large text corpora and reasonably precise

methods to automatically assign grammatical structure to sentences,
it became possible to compute term similarities for a large vocabulary
(Ruge, 1992). Lin (1998) computed a distributional thesaurus (DT) by
comparing context features defined over grammatical dependencies
with an appropriate similarity measure for all reasonably frequent
words in a large collection of text, and to evaluate these automati-
cally computed word similarities against lexical resources. Entries in
the DT consist of a ranked list of the globally most similar language el-
ements (here: words) per language element of interest, which we call
the target. While the similarities are dependent on the instantiation of
the context feature as well as on the underlying text collection, they
are global in the sense that the DT does not provide similarities with
respect to particular occurrence of a target, but rather aggregates over
all occurrences of the target and its similar elements.
We will build on the notion of the distributional thesaurus in our

work, use the DT entries to populate the second dimension in the
two-dimensional text representation, and move from the global no-
tion of similarity to a contextualized version, which allows performing
context-dependent text expansion for previously unseen target occur-
rences.
A similar review of the connection of de Saussurian linguistics

and distributional similarity was presented in Sahlgren (2006). While
Sahlgren motivated vector-space approaches to modeling meaning, we
would like to stress that the two-dimensional text metaphor has not
previously been employed as an approach to statistical semantics.
1.2 Related work
There has been a steady increase of interest towards incorporating dis-
tributional similarity into Natural Language Processing applications,
particularly into language models. Whereas the workhorse of language
modeling – the n-gram model – is a reliable and well-understood com-
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ponent in NLP systems, it models only very local properties of lan-
guage and has been shown to be inadequate to grasp semantic dimen-
sions of language such as ambiguity and synonymy (Biemann et al.,
2012).
Since local syntax could be modeled with a simple n-gram model,

a desire to model semantics in a similarly straightforward fashion (i.e.
trained from a background corpus without the need for linguistic the-
ories, rule bases or knowledge bases) sparked a large body of research
on semantic modeling. This includes computational models for topi-
cality (Deerwester et al., 1990; Hofmann, 1999; Blei et al., 2003), and
language models that incorporate topical (as well as syntactic) infor-
mation (Boyd-Graber and Blei, 2008; Tan et al., 2012). In the Com-
putational Linguistics community, the vector space model (Schütze,
1993; Turney and Pantel, 2010; Baroni and Lenci, 2010) is the preva-
lent metaphor for representing wordmeaning. Vector space operations
can be represented as vector and matrix operations, which makes this
easily implementable due to the availability of tools such as MATLAB
and libraries such as the GNU Scientific Library.
We do not agree that “nouns are vectors, and adjectives are ma-

trices” (Baroni and Zamparelli, 2010), although they can of course be
represented in these or similar ways. While vector space representations
are becoming increasingly successful in modeling natural language se-
mantics, vectors are typically too sparse and too highly dimensional
to be used in their canonical form, and do not (naturally) encode rela-
tions beyond undifferentiated co-occurrence. We argue that there is no
need to explicitly model non-existing relations, which would be zeros
in the vector representation. We posit that it is only worthwhile stor-
ing properties for words or concepts if those same properties would
be explicitly represented (non-zero) in a sparse representation.
Baroni and Lenci (2010) propose to store word-link-word triples

in a tensor, and to produce vector spaces of various flavors by projec-
tion. While this model is a significant step towards a more generalized
representation of (structured) vector spaces, it lacks the capability to
address relations of higher complexity than single relations. Since in
operationalizaton, similarity computations are carried out on pairs,
we pursue a slightly different route in our holing system (see Section
2.1): we refrain from storing the tensor, and directly produce pairs
from the observed structures in the text. Our formulation is thus able
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to produce the same behavior as the proposal of Baroni and Lenci
(2010), but is more flexible and generic.
While computing semantic similarity on the basis of a background

corpus produces a global model, which e.g. contains semantically simi-
lar words for different word senses of a target word, there are a number
of works that aim at contextualizing the information held in the global
model for particular occurrences. This is a similar task to word sense
disambiguation against a lexical resource (Lesk, 1986), but without
presupposing the existence of such a resource.
With his predication algorithm, Kintsch (2001) contextualizes the

Latent Semantic Analysis (LSA) model (Deerwester et al., 1990) for N-
VP constructions by spreading activation over neighborhood graphs
in the latent space. The Latent Dirichlet Allocation (LDA) model (Blei
et al., 2003) uses an inference step in order to adjust the topic distri-
butions of the target occurrences. In particular, the question of oper-
ationalizing semantic compositionality in vector spaces (Mitchell and
Lapata, 2008) received much attention and triggered shared evalua-
tion tasks (Biemann and Giesbrecht, 2011; Padó and Peirsman, 2011):
how can the (vector) representation of two lexical items be combined
in context to yield an appropriate representation of their combination?
Mixed results in favor of one or the other combination or mutual con-
textualization method (Mitchell and Lapata, 2008; Giesbrecht, 2009;
Guevara, 2011) either indicate a dependency on the particular task,
or raise questions regarding the representation itself.
Today’s vector space representations suffer from two major short-

comings. First, size issues have to be handled with singular value de-
composition (Golub and Kahan, 1965),1 random indexing (Sahlgren,
2006) or other necessarily lossy dimensionality reduction techniques.
Alternatively, efficient representations based on hashing functions
(e.g. Goyal et al., 2012) are employed to keep model estimation and
computation at application time feasible. These issues arise as the
word space is highly dimensional, and more structured variants (Padó
and Lapata, 2007) that incorporate grammatical relations into the
model lead to a further increase in the number of dimensions. Sec-
ond, and more importantly, vector space models are not generative:

1The singular value decomposition is an algebraic factorization, which is
used in LSA.
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while impressive results are obtained when ranking a set of given
alternatives by similarity of vector representation and context (e.g.
word sense discrimination, Schütze 1998, synonyms, Rapp 2003, para-
phrases, Erk and Padó 2008, word sense disambiguation, Thater et al.
2011), these tasks presuppose an existing list of alternatives to begin
with.2 Ideally, the alternatives should also originate from the model
itself so as to avoid the manual creation of lexical resources for each
language or application domain. We stress the need for a model that
not only is able to rank given alternatives, but is also able to produce
them.

2 operationalizing semantic similarity

In this section, we describe how to operationalize semantic similarity.
We describe a scalable and flexible computation of a Distributional
Thesaurus (DT), and the contextualization of distributional similar-
ity for specific occurrences of language elements (i.e. words). Care is
taken to abstract away from particular preprocessing tasks needed for
a given data set and from particular measures of similarity. Further,
no assumptions regarding the size of the vocabulary nor the memory
of the processors are made. For related works on the computation of
distributional similarity, see Lin (1998), Gorman and Curran (2006),
Lin and Dyer (2010), inter alia.
2.1 Holing system
To keep the framework flexible and abstract with respect to the pre-
processing that identifies structure in language material (e.g. text or
speech), we introduce the holing operation. Given a particular obser-
vation (structural representation) that has previously been extracted
from the text (e.g. a dependency parse or an n-gram representation),
the holing operation creates two distinct sets of observations: language
elements (also referred as terms), and their respective context features.
These two sets of observations form the basis for the computation of
global similarities (Section 2.2) and for their contextualization (Sec-
tion 2.3). Note that the holing operation is necessarily coupled to the

2Looping over the entire vocabulary to remove this restriction is neither com-
putationally feasible nor plausible.

[ 62 ]



Text: now in 2D

particular structural representation created by the pre-processing step,
but all further steps towards contextual similarity abstract away from
such pre-processing and operate on the same representation.
In the general case, an observation on the syntagmatic structure

can be represented as an n-tuple containing an identifier of the obser-
vation, and the language elements that are part of the observation. We
shall use the following sentence as the basis for examples:

Sentence: I gave a book to the girl
Positions: 1 2 3 4 5 6 7

2.1.1 Observations
Let us now look at two different observations: dependency parses
and token 4-grams. The collapsed dependency parse (Marneffe et al.,
2006) yields the following list of observations:

a) Dep.Parse:
(nsubj;gave2;I1), (det;book4;a3), (dobj;gave2;book4),
(det;girl7;the6), (prep_to;gave2;girl7)

Another pre-processing step that e.g. splits the language material
into token 4-grams could produce these observations on the same sen-
tence:

b) 4-gram:
($0;I1;gave2;a3), (I1;gave2;a3;book4),
(gave2;a3;book4;to5), (a3;book4;to5;the6),
(book4;to5;the6;girl7), (to5;the6;girl7;$8),
(the6;girl7;$8;$9)

2.1.2 Holing operation
For a given set of observations extracted during pre-processing, a
holing operation has to be defined that performs the split into lan-
guage element(s) and context features. In the following examples the
language element will be a word. However, the holing operation is
not restricted to single words: arbitrary binary masks to define the
parts of the observation tuples can be applied. For our example, we
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assume that we want to characterize single observed words a) by the
dependency relation and the word it is connected to, and b) by the
surrounding 4-gram context, where the observed word is located at
the second position in the 4-gram. Further, we want to characterize
pairs of observed words c) by their connecting two-edge dependency
path. The application of the holing operation results in a set of pairs
< x , y > that identify the holing operation, as well as the parts it
results in. The position of the language element x in its context tuple
y is indicated by the hole symbol “@”. For the single word examples,
this could look like this:

a) Dep.Parse:
<I1 ,(nsubj;gave2;@)>, <gave2,(nsubj;@;I1)>, <book4, (det;@;a3)>,

<a3, (det;book4;@)>,..., <gave2, (prep_to;@;girl7)>,

<girl7, (prep_to;gave2;@)> .

b) 4-gram, second position:
<I1, ($0;@,gave2;a3)>, <gave2, (I1;@;a3;book4)>,

<a3, (gave2;@;book4;to5)> , ..., <girl7, (the6;@;$8;$9)> .

For characterizing the pairs, the first part of the tuple is actually an
ordered pair, and the second part contains two holes:

c) Dep.Parse two-edge paths:
<(I1,book4), (nsubj;gave2;@1;dobj;gave2;@2)>,

<(I1,girl7), (nsubj;gave2;@1;prep_to;gave2;@2)>,

<(gave2,a3),(dobj;@1;book4;det;book4;@2)>,

<(gave2,the6),(prep_to;@1;girl7;det;girl7;@2)>,

<(book4,girl7), (dobj;gave2;@1;prep_to;gave2;@2)> .

Note that a single observation can result in multiple pairs, as
shown in a), where a dependency produces two pairs. Also, some ob-
servations need not produce any pairs, e.g. when deciding to exclude
the det dependency relation, or constraining contexts along particular
relations (cf. Lee, 1999).
The result of the holing operation, i.e. the list of pairs as shown

above, is the only representation that further steps operate on. The
pairs fully encode observed language elements and their contexts. For
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the computation of distributional similarity, the positional indices will
be ignored, but they are required for the contextual expansion step.
The representation as shown here is more general than represen-

tations used by e.g. Lin (1998) and Curran (2004): whereas these pre-
vious works only allow a single term to be characterized with fea-
tures, we allow arbitrary splits over arbitrarily complex observations,
as shown in example c). This gives rise to the comparison of pairs, as
e.g. conducted by Turney and Littman (2005) for extracting analogies
of semantic relations in what they call relational similarity.
For the remainder of this paper, however, we mostly stick to the

notion of attributional similarity, which is the basic element of the two-
dimensional text expansion described above.
2.2 MapReduce for similarity computation
We now describe an implementation of the similarity computation
for the Distributional Thesaurus (DT) based on the Apache Hadoop
MapReduce framework,3 which allows parallel processing of large
(textual) data. The principle, developed by Dean and Ghemawat
(2004), uses two steps, namely Map and Reduce. The Map step con-
verts input text to key-value pairs, sorted by key. The Reduce step
operates on all values that have the same key, producing again a
data table with a key. As these steps do not require a global informa-
tion flow, many Map and Reduce steps can be executed in parallel,
allowing the system to scale to huge amounts of data. Further, we
use Apache Pig,4 a query language similar to SQL that allows us to
perform database joins, sorting and limit operations on Hadoop data
tables. To explain the workflow, we will refer to a holing system that
extracts single terms as language elements for simplicity. However,
the same workflow can be executed for more complex holing systems.
The data flow of the DT is illustrated in Figure 2. The example

shown in this workflow uses a text file as input, where each line con-
tains one sentence. The first MapReduce step in the workflow, called
the Context Feature Extractor, implements a single holing operation as
described in Section 2.1. For example, in Figure 2, the language ele-
ment (which we will also call a term) is a word, concatenated with

3http://hadoop.apache.org
4http://pig.apache.org/
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Figure 2:

Workflow of the
data processing
using MapRe-

duce

the corresponding part-of-speech; and the context feature is the de-
pendency relation. Note that positional offsets are dropped here. For
different holing operations (e.g. dependencies or 4-grams as in the
previous section), the computation is executed separately.
In the next step, the frequencies of terms (Language Element Count)

and single contexts (Feature Count) are collected, as they are needed
to calculate the significance of each feature-term pair. For this work,
we implemented different significance measures in Frequency Signifi-
cance Measure and evaluate them in Section 3.2. For computing these
measures, the tables produced by Language Element Count and Fea-
ture Count are joined to the table holding frequencies of term-feature
pairs using an Apache Pig script. For a similar computation of word
co-occurrences, Lin and Dyer (2010) propose to load the single fre-
quencies into memory to avoid the join operation and to speed up the
overall computation. While this works for a limited (albeit large) vo-
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cabulary of terms when carefully tuning the number of Mappers per
computation node, this imposes a severe limitation on the number of
(arbitrarily complex and productive) context features, which is why
we do not adhere to this design pattern.
There are a total of three parameters for pruning the data during

the Pruning step: t as a lower bound for the term-feature counts, s as a
lower bound for the score of the respective significance measure, and
p regulating the maximum number of context features per term. We
argue that it is sufficient to keep only the p most salient features per
term, as features of low saliency generally should not contribute much
to the similarity of terms, and also could lead to spurious similarity
scores. These pruning steps are especially important when using large
data sets. The influence of the parameters on the quality of the DT will
be examined in detail in Section 3.2.
Afterwards, all terms are aggregated by their features (Aggregate

Per Feature), which allows us to compute similarity scores between all
terms that share at least one feature (Similiarity Count). Here, we skip
very frequent features (such as determiner modifiers), as they do not
contribute meaningfully to similarities despite increasing computation
time.
In comparison, Lin (1998) and Curran (2002) specify the simi-

larity of terms using an “information” formula for each term-context
relation and then calculate the similarity between terms using similar-
ity measures. We show our similarity measure, as well as the measure
used by Lin (1998) and a measure recommended by Curran (2002) in
Table 1.
Function f (.) returns the frequency of the selected element and

p(.) returns the probability. In contrast to the notation of Lin and
Curran, we combine the relation name and the feature elements. To
formulate Lin’s information measurement in this notation, we define a
relation(.) function, which extracts only the relation name for a given
context feature, and a feature(.) function, returning all features for
a term. Comparing our approach to other distributional similarity
measurements (cf. Lee, 1999; Lin, 1998; Weeds, 2003), we do not
need a “two-staged” formula, but can directly calculate the similar-
ity by counting the overlap of features of two terms. This has the
advantage that we do not need to calculate similarities between all
pairs. Additionally, using only the p features per term having the
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Table 1:
Similarity

measures used
for calculating

the distributional
similarity

between terms

Information measurements
Lin’s formula I(term, feature) = lin(term, feature) =

= log f (term, feature)∗ f (relation(feature))∑
( f (word, relation(feature)) f (word)

Curran’s t-test I(term, feature) = ttest(term, feature) =

= p(term,feature)−p(feature)∗p(term)p
p(feature)∗p(term)

Similarity measurements
Lin’s formula sim(t1, t2) =

∑
f ∈features(t1)∩features(t2)

(I(t1, f )+I(t2, f ))∑
f ∈features(t1)

I(t1, f )+
∑

f ∈features(w2)
I(w2, f )

Curran’s dice sim(t1, t2) =
∑

f ∈features(t1)∩features(t2)
min(I(t1, f ),I(t2, f ))∑

f ∈features(t1)∩features(t2)
(I(t1, f )+I(t2, f ))

Our measure sim(t1, t2) =
∑

f ∈features(t1)∩features(t2)
1

w. filtering sim(t1, t2) =
∑

f ∈rankedfeatures(t1 ,p)∩rankedfeatures(t2 ,p)
f (t1)>t∧ f (t2)>t

score( f )>s∧score( f )>s

1

highest significance scores (which are retrieved using the function
rankedfeatures(term, p)) speeds up our approach tremendously and acts
as a noise filter.
This constraint makes this approach more scalable to larger data,

as we do not need to know the full list of features for a term pair at
any time. As we will demonstrate in Section 3, this simplification does
not impair the quality of the obtained similarities, especially for very
large corpora.
The last step sorts the list by term and by descending score. To re-

duce the size of the output, only the most similar n terms per entry are
kept. The overall computation results in second order (paradigmatic)
similarity scores that are ready to be imported to a storage database,
as to be accessible for the contextualization component. Further, we
store the first order (syntagmatic) significant pairs < x , y >, together
with their significance score, as we will need them for contextualiza-
tion.
Our small Hadoop cluster (64 cores on 8 servers) was able to per-

form the entire computation (excluding pre-processing, i.e. parsing) of
our similarity measure for the whole vocabulary of our largest corpus
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of 120 million sentences in well under a day. Within our framework,
we also provide Pig scripts for the computation of other similarity
measures (cf. Table. 1), although they take much longer to compute.
The implementation is available via the JoBimText5 project as open-
source software under the ASL 2.0 for download.
2.3 Contextualizing distributional similarity
Now, we explore a way of contextualizing semantic similarity. The
task of contextualization is cast as a ranking problem (in accordance
with most literature on lexical substitution): given a set of candidate
expansions as provided by the DT, we aim at ranking them so that
the most similar terms in context will be ranked higher. Intuitively,
candidates that are not compatible with the given context should be
ranked lower, whereas candidates that fit well should land on top of
the list.
When expanding a target, we run the holing system on the lexi-

cal material containing our target, and select all pairs < x , y > where
x=target. Further, we obtain a set of candidate expansions X ′ by se-
lecting the most similar n terms from the DT entry of the target. For
each pair, we iterate over the elements x ′ in X ′ and retrieve the signifi-
cance score of < x ′, y >. If the candidate expansion has been observed
in the context of y before, this will result in a positive score. If the
candidate has not been observed, it is probably incompatible with y
and gets assigned a score of 0 for this context. In this way, each can-
didate x ′ gets as many scores as there are pairs containing x in the
holing system output. An overall score per x ′ is then calculated as the
harmonic mean of the add-one-smoothed single scores. Smoothing is
necessary to be able to rank candidates x ′ that are not compatible with
all contexts.
In Figure 3, we illustrate this using the noun target “cold” in the

sentence “I caught a nasty cold”. Our dependency-parse-based holing
system produced the following pairs for “cold”:
<cold5,(amod;@;nasty4)>, <cold5,(dobj;caught2;@)> .
The top 10 candidates for “cold” as a noun are X ′ = {heat,

weather, temperature, rain, flue, wind, chill, disease}. In Figure 3,
the scores per pair are listed: e.g. the pair <heat,(dobj;caught;@)>

5http://sourceforge.net/p/jobimtext/wiki/Home/
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Figure 3: Contextualized ranking for target “cold” in the sentence “I caught a
nasty cold” for the 10 most similar terms from the DT (here: 10 million sentences,
LMI, p=1000)

has a Lexicographer’s Mutual Information (LMI) score of 42.0, the
pair <weather,(amod;@;nasty)> has a score of 139.4, and the pair
<weather,(dobj;caught;@)> was not contained in our first-order
data. Ranking the candidates by their overall scores as given in the
figure, the top three contextualized expansions are “disease, flu, heat”,
which are compatible with both pairs. For n=200, the ranking of
fully compatible candidates is: “virus, disease, infection, flu, problem,
cough, heat, water”, which is clearly preferring the disease-related
sense of “cold” over the temperature-related sense.
Context features differ in their usefulness: a context feature like

(det; @; a) is much less useful for ranking expansions than con-
text features with more specific language elements, such as (amod;
tasty; @), which e.g. selects edibles and thus could distinguish be-
tween “Turkey” the country and “turkey” the bird. To compensate for
this effect, we found it advantageous to divide the score by the corpus
frequency of the context feature language element, and to only take
context features containing content words (i.e. nouns, verbs, adjec-
tives) into account. Of course, many more weighting schemes would
be possible.
Iterating the per-word expansion over the whole sentence to ex-

pand all the terms yields a two-dimensional contextualized text.
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3 evaluating two-dimensional text

Directly evaluating the quality of a (non-contextualized) DT is in-
trinsically hard. It is known that distributional similarity somewhat
reflects semantic relations in lexical resources, but it is clear that a
DT will never correspond exactly to a lexical resource, e.g. for the
reasons of vocabulary mismatch, skewed word sense distributions in
the underlying collection and rare senses in the resource, cf. Cur-
ran (2002) and Henestroza Anguiano and Denis (2011). We follow a
pragmatic approach and evaluate DTs of different parameterizations
against WordNet, using a new path-based approach. While the afore-
mentioned shortcomings make it hard to draw conclusions about the
absolute quality of the DTs, our evaluation methodology still allows
to compare DTs relatively to each other.
Regarding the contextualization, we chose to evaluate our tech-

nique in lexical substitution tasks. We stress again that – as compared
to previous methods – we do not use a lexical resource for substitution
candidates, but generate them using the DT. Therefore, our overall
system solves a harder task than merely ranking a given set of alter-
natives.
Finally, we show how to apply our two-dimensional text process-

ing to an existing NLP system that performs part-of-speech tagging in
Section 3.4. In the same way, other existing NLP components could be
extended by this two-dimensional representation.
3.1 Data sets and methodology
For DT evaluation, we use a word list of English nouns of varying fre-
quency. For evaluation of the contextualization, we use two different
lexical substitution data sets. We briefly describe the two datasets and
the metrics we used in each case:
• 1000 frequent and 1000 infrequent nouns using WordNet
path similarity
To evaluate our method under several parameter settings and
against previous measures, we use the list of 1000 frequent and
1000 infrequent nouns from the British National Corpus previ-
ously employed in Weeds (2003). To calculate similarity scores
between these target words and the most similar words in the dis-
tributional thesauri, we use theWordNet::Similarity pathmeasure
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(Pedersen et al., 2004). For pairs of words that are members of
several synsets, we use the shortest path between them. While the
path measure has been criticized because of the varying granu-
larity in different regions of WordNet, it is well-suited for relative
comparison and has an intuitive interpretation: two words are
fairly similar if the shortest route between them is small, and are
less similar if the shortest route between them is long.
• Lexical Substitution Task 2007 dataset (LexSub)
The LexSub6 data were introduced in the Lexical Substitution task
at Semeval 2007 (McCarthy and Navigli, 2009). It consists of 2010
sentences for a total of 201 target words (10 sentences for each
word). For each target in context, five English native speaker an-
notators were asked to provide as many paraphrases or substi-
tutions as they found appropriate. This way, valid substitutions
are assigned a weight (or frequency) which denotes how many
annotators suggested that particular word. We used the evalua-
tion methodology as provided by the task organizers, tuned our
approach on the trial data (300 sentences), and evaluated on the
official test data (1710 sentences).

3.2 Distributional similarity
For computing the DT, we used newspaper corpora of up to 120 mil-
lion sentences (about two gigawords), compiled from freely available
corpora from LCC7 and from the Gigaword corpus (Parker et al., 2011).
We examine the influence of the corpus size by computing DTs on cor-
pora of different magnitudes, and evaluate the influence of parameters
and significance measures.
3.2.1 Evaluation methodology
In this work, two different holing systems were used in the first step
of the DT computation:
• As a simple baseline holing system, we employ token bigrams: for
each token, the preceding and the following word are used as con-

6http://nlp.cs.swarthmore.edu/semeval/tasks/task10/data.
shtml

7Leipzig Corpora Collection, http://corpora.uni-leipzig.de,
(Richter et al., 2006).
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text features. This holing system uses information that is equiva-
lent to the information available in a bigram language model.
• As a more informed holing system, we use collapsed dependency
parses from the Stanford parser,8 as depicted in Figure 2 and as
described in Section 2.1.
To avoid confusion between words with different part-of-speech

(POS) tags, we do not use the word itself, but rather the lemmatized9
word combined with a POS tag10 for both holing systems.
For all corpora, we only calculated similarities based on single

word expressions and did not address multiword expressions, which is
subject to further work. For this reason, we ignored multi-word entries
in our evaluation data sets entirely.
3.2.2 Evaluation of DT parameters
In an initial exploration, we use 10 million sentences from the LCC
to compute DTs for different parameters. We do not filter on occur-
rence frequency t and significance thresholds s, but merely vary the
number of context features per term p. This parameter has a direct
consequence for the run-time of the DT computation and the interme-
diate and final disk space.
To rank context features by their significance, we compare three

significance measures,11 two of which we show in Table 2:
• PMI Pointwise Mutual Information: a widely used significance
measure since its introduction to NLP by Church and Hanks
(1990).
• LMI Lexicographer’s Mutual Information (Kilgarriff et al., 2004),
also known as Local Mutual Information (Evert, 2005): since PMI
is known to assign high significance scores to pairs formed by
low-frequent items, the LMI measure tries to balance this by mul-
tiplying the PMI score with the pair frequency.

8http://nlp.stanford.edu/software/lex-parser.shtml,
(Marneffe et al., 2006).

9The verbs, nouns and adjectives are lemmatized, using a Compact Patricia
Trie classifier (Biemann et al., 2008) trained on the verbs, nouns and adjectives.

10As produced by the Stanford parser.
11For a comparison of measures, see e.g. Evert (2005) and Bordag (2008).
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• LL Log-likelihood: also a widely used measure since it was intro-
duced by Dunning (1993), known to be less susceptible to over-
estimation of low frequency pairs. We omit its lengthy expanded
formula here, which can be found e.g. in Bordag (2008).

Table 2:
Significance measures used
to rank the term feature

pairs

PMI PMI(term, feature) = log2

�
f (term,feature)

f (term) f (feature)

�

LMI LMI(term, feature) = f (term, feature) log2

�
f (term,feature)

f (term) f (feature)

�

The results are calculated based on the 1000 frequent and 1000
infrequent target nouns. Average WordNet path similarities are com-
puted between the target and the highest-ranked 5 and 10 words in its
DT entry that occur in WordNet. For words invoking several synsets,
we compute all possible pairs and use the minimal path distance. The
results for the 1000 frequent nouns are shown in Table 3.
Note that the PMI measure does not play well with our pruning

scheme regulated by the p parameter: while the other two measures
yield very similar scores, PMI produces clearly inferior results. This
confirms previous observations that PMI overestimates context fea-
tures with low frequency: these context features might characterize
the terms extremely well, but are too sparse to serve as a basis for the
computation of second-order similarity (cf. Bordag, 2008). For high-
frequency words, the most significant context features ranked by PMI
are largely rare contexts of high specificity, whereas for low-frequency

Table 3: Wordnet Path Similarity for 1000 frequent nouns for DTs computed on
10 million sentences

Top Sign. max number of context features p

words Meas. 10 100 300 500 1000
top10 LL 0.04178 0.25744 0.27699 0.27635 0.27574
top10 LMI 0.03636 0.25449 0.27746 0.27554 0.27530
top10 PMI 0.00000 0.00213 0.04480 0.09104 0.16877
top5 LL 0.12034 0.29345 0.31106 0.31515 0.31182
top5 LMI 0.11666 0.29272 0.31378 0.31307 0.31028
top5 PMI 0.00000 0.00510 0.05836 0.11063 0.19268
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words, this problem is less severe since there are fewer contexts to
begin with, and so the top 1000 PMI contexts contain enough context
features to produce similarities almost on par with the other measures.
More interestingly, there seems to be an optimal value for p, as

more context features apparently do not improve the similarity and
the highest values are obtained for p=300 in this experiment. How-
ever, degradation for larger values of p is small. Values for average
path similarities over the top 5 words are consistently higher than for
the top 10 words, indicating that the ranking is valid with respect to
semantic closeness.
Looking at the results of the infrequent nouns (see Table 4), we

observe much lower average values throughout.
This is partially due to the words in the given noun list that do not

have an entry in the DT at all; but more plausibly the lack of overall
data for these words causes less reliable similarities. A further reason
is the incomplete WordNet coverage for senses that are dominant in
our collection. For example, the word anime belongs to two synsets: “a
hard copal derived from an African tree” and “any of various resins or
oleoresins”, whereas an entry for anime in the sense of the Japanese an-
imation movie is missing. The entries of the DT using LMI and p = 500
contains “novel, music, manga, comic, cartoon, book, film, shows, sci-
fi”, which all receive a low score. For infrequent words, the difference
between PMI and the other measures is much less pronounced, yet we
can still safely conclude from these experiments that PMI is not the
optimal measure in our setup.

Table 4: Wordnet Path Similarity for 1000 infrequent nouns for DTs computed
on 10 million sentences

Top Sign. max number of context features p

words Meas. 10 100 300 500 1000
top10 LL 0.03252 0.18560 0.20426 0.20572 0.20238
top10 LMI 0.03349 0.18516 0.20315 0.20577 0.20373
top10 PMI 0.00000 0.05892 0.14757 0.16597 0.16931
top5 LL 0.09268 0.21497 0.23231 0.23680 0.23108
top5 LMI 0.09469 0.21512 0.23208 0.23541 0.23179
top5 PMI 0.00012 0.10502 0.17446 0.18966 0.19318
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For the next experiment, we examine the influence of corpus size
and the difference between using dependency parses or neighboring
tokens, again evaluating against our set of frequent and infrequent
nouns using WordNet path similarity. Figure 4 displays the average
WordNet path similarity score for the top-ranked five words for the
1000 frequent nouns (infrequent nouns show qualitatively similar re-
sults).

Figure 4: Corpus size vs. WordNet path similarity for different max. numbers of
context features p, comparing LMI and LL measures, for two holing systems

As a general trend, larger corpora call for larger p – an effect
that is especially pronounced for the token bigrams: whereas p = 100
produces the best results on the 1M sentence corpus, p = 300 excels
for 10M sentences and the best scores overall for 120M sentences are
obtained with p = 1000. However, differences between p = 500 and
p = 300 respectively p = 1000 are small, so choosing p in the range of
500–1000 can be recommended for very large corpora. Comparing the
holing systems, the dependency parse features result in much higher
performance for small corpora, but do not outperform bigram features
on large corpora by a great extent. This is consistent with a previous,
similar evaluation by Curran (2004).
To support our qualitative observations, we list the DT entries for

the LL measure and p=1000 for the frequent noun “answer” and for
the rather infrequent noun “tint” for different corpus sizes in Figures 5
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Target: answer

r 100K WP 1M WP 10M WP 120M WP
1 question 1/5 solution 1 solution 1 explanation 1/3
2 reason 1/4 outcome 1/7 response 1 response 1
3 solution 1 explanation 1/3 explanation 1/3 reply 1
4 guy 1/11 way 1/6 question 1/5 solution 1
5 deal 1/4 excuse 1/6 reply 1 conclusion 1/4
6 decision 1/7 reaction 1/4 information 1/4 description 1/3
7 money 1/10 response 1 thing 1/3 question 1/5
8 plan 1/10 copy 1/6 rationale 1/12 information 1/4
9 story 1/4 thing 1/3 choice 1/6 remedy 1/10
10 goal 1/9 truth 1/3 reason 1/4 retort 1/3
Ø 0.25 0.41 0.46 0.48

Figure 5: DT entries for “answer” with WordNet path similarities (WP), compar-
ing different corpus sizes from 100K sentences up to 120M sentences

Target: tint
rank 100K WP 1M WP 10M WP 120M WP

1 – – button 1/12 color 1/2 hue 1/5
2 – – clothing 1/13 hue 1/5 shade 1
3 – – meat 1/10 tone 1 color 1
4 – – suit 1/12 shade 1 tinge 1/2
5 – – arrow 1/12 tinge 1/2 shading 1/14
6 – – beer 1/16 hair 1/10 texture 1/4
7 – – berry 1/14 glow 1/7 tone 1
8 – – blazer 1/18 haze 1/11 coloration 1/3
9 – – box 1/10 light 1/4 palette 1/8
10 – – carpet 1/12 odor 1/5 patina 1/14
Ø 0 0.08 0.40 0.41

Figure 6: DT entries for “tint” with WordNet path similarities (WP), comparing
different corpus sizes from 100K sentences up to 120M sentences

and 6.We provide theWordNet path similarities in fractional notation,
where 1/x indicates a path length of x −1 between target and similar
term.
It is apparent that for a frequent word like “answer”, already a

small collection can produce some reasonable top-ranked words, yet
the list quickly degrades for 100K and 1M sentences. A typical effect
for the largest of our corpora is illustrated with “retort”, which is about
20 times less frequent than “answer”, yet can collect enough signifi-
cant contexts to enter its top 10 list. We frequently observed rather
rare hyponyms and co-hyponyms of targets in the DTs computed from
120M sentences, which tremendously increases coverage for applica-
tions.
Looking at another example, the noun “tint” is too infrequent to

receive any entry in the 100K sentence DT, and has a rather random
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collection of words for 1M sentences, stemming from the shared ad-
jective modifier “dark”. The larger collections produce quite suitable
lists, again with a higher specialization for the 120M sentence corpus.
Next, we compare our similarity measure to similarities based on

Lin’s and Curran’s measures, as introduced in Section 2.2. For both LL
and LMI, we fixed p = 1000.
According to the results shown in Table 5, we can see that our

method leads to much better results for frequent words.
In the evaluation of the 100k sentence dataset we observe that

Lin’s measure beats all other measures for the frequent words. For
this small corpus, our measure is the second best measure and Cur-
ran’s measure leads to the lowest scores. For infrequent nouns, our
approach produces the best results for this dataset. For the 120M sen-
tence dataset, Lin’s measure and our measure produce similar results,
with our method being at slight advantage. Curran’s measure shows
inferior performance. We can observe that all measures improve when
based on larger data. It seems surprising that our comparably simple
measure matches and outperforms, respectively, two well-established
measures from the literature. We will spend the remainder of this sec-
tion discussing possible reasons.
Since Lin’s measure was optimized on a much smaller corpus of

about three million sentences using a different parser in Lin (1998),
Table 5: Wordnet Path Similarity for 1000 frequent and 1000 infrequent nouns,
computed on 100K and 120M sentences comparing our measure to measures by
Lin (1998) and Curran (2002)

corpus Freq./ Top Other methods Our method
size infreq. words Lin Curran LL LMI
100k freq top 10 0.21322 0.17779 0.19566 0.19645
100k freq top 5 0.23295 0.18031 0.20736 0.20798
100k infreq top 10 0.08186 0.09565 0.12239 0.12213
100k infreq top 5 0.10128 0.10164 0.12759 0.12683
120M freq top 10 0.27874 0.25429 0.28270 0.28339
120M freq top 5 0.31742 0.28355 0.32479 0.32679
120M infreq top 10 0.21480 0.17829 0.22139 0.21902
120M infreq top 5 0.24640 0.19490 0.25773 0.25798
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it seems to be reasonable to assume that the factor regarding the fre-
quency of the relation f (relation(feature)) (cf. Table 1) suppresses the
influence of noise, but at the same time puts too much emphasis on
frequent relations, which prevents a more fine-grained characteriza-
tion of items by features. This is also confirmed by the results based
on the 100k dataset. Our measure, on the other hand, increases in
quality when more evidence (higher frequency) is available, which
results in higher quality overall as collections are scaled up, and the p
parameter on the number of characterizing features takes care of the
noise.
Curran’s measure was optimized on a collection larger than that in

Lin’s work, measuring about 300 million words (15 million sentences,
Curran 2002), which is still about one order of magnitude smaller
than our large corpus. Surprisingly, we could not confirm that Curran’s
measure performs better than Lin’s measure (Curran, 2002).12 This
might be explained by the use of a different parser and different test
words. Additionally, Curran uses a different evaluation method, as he
compares his DT against entries from a combined set of entries taken
from various thesauri, and only using a small number of nouns.
Wrapping up the DT evaluation, we can state that the most im-

portant factor for obtaining a high-quality DT is the amount of data.
Comparing our proposal with existing measures, we feel that the ef-
fectiveness of semantic similarity measures on large corpora has been
reconfirmed: on more data, simpler measures perform as well or even
better than measures that were intended to give good results for small
collections – an insight similar to that described in the seminal work
of Banko and Brill (2001) for machine learning methods.
When using our measure, which is highly optimized for speed of

computation, a suitable significance measure for ranking context fea-
tures is required: measures that favor frequent items are preferable in
our setup. Here, LMI and LL produced very similar scores, hence LMI
is preferable because of its simpler, and thus more efficient, computa-
tion. There is no need to retain more than 500–1000 context features

12Following his Dice formula, it is not clear whether to take the intersection
or the union of the features of two words. We tested different possibilities that,
however, did not yield improvements. We decided to use the intersection, as it
is unclear how to interpret the minimum function otherwise.
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per term even for large corpora, which allows us to speed up the com-
putation of the DT by a large degree. Equipped with this result, we
can proceed to evaluate the effects of contextualization.
3.3 Contextual similarity
The contextualization evaluation was performed using the distribu-
tional thesaurus that was compiled using up to 120M sentences and
using the LMI measure and p=1000, as this combination showed the
best performance in the previous section. The outcome for the contex-
tualization is shown using the test set of the LexSub dataset, described
in Section 3.1.
3.3.1 Evaluation methodology
For the evaluation of the LexSub dataset we used the out of ten (OOT)
precision and OOT mode precision on the LexSub test set of 1710 sen-
tences, as described in McCarthy and Navigli (2009). The OOT mea-
sure allows us to make up to 10 guesses, discarding further guesses.
Both measures calculate how many substitutions have been detected
within ten guesses over the complete subset. The difference is the “de-
tection” of a correct match per entry. Whereas the OOT precision sums
up the number of correct guesses divided by the number of possible
answers, in the OOT mode precision evaluation the system is cred-
ited if the mode from the annotators (most frequent response(s)) is
found within the system’s 10 responses. We do not apply any spe-
cial handling regarding multiwords (terms consisting of more than
one word), which are not contained in our DT and are therefore al-
ways missed. For comparison, we use the results of the distributional
thesaurus as a baseline to evaluate the contextualization. Note that
our system does not yield duplicate entries, which are known to in-
fluence the OOT metric. We chose the OOT measure over the ‘best’
metric, since it better fits the metaphor of expanding text with several
words.
As already mentioned in Section 2.3, we only use context features

that contain another content word13 and divide the weight by their
corpus frequency. Furthermore, we use a threshold for the significance
value of the LMI values of 40.0, and the most similar 30 terms from the

13Words with part-of-speech prefixes V, N, J, R.
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DT entries as candidates for the contextual ranking. These parameters
have been determined by optimizing OOT scores on the LexSub trial
set.
3.3.2 Results
Since it can be expected that the contextualization algorithm is depen-
dent on the number of context features for the target occurrence, we
report scores for targets with at least two and at least three dependen-
cies separately. In the LexSub test data, all targets have at least one,
49.2% of the targets have at least two and 26.0% have at least three de-
pendencies. Furthermore, we also evaluated the results broken down
into separate parts-of-speech of the target. The results for the OOT pre-
cision and the mode precision for both the entries of the distributional
thesaurus (DT) and the contextualization (CT) are shown in Table 6.
Table 6: Results on the LexSub test dataset for global (DT) and contextualized
(CT) similarities, per min number of dependencies to target

Precision Mode precision
min. # dep. 1 2 3 1 2 3

POS Alg.
adjective DT 32.81 33.64 35.02 43.56 43.53 42.86
adjective CT 33.27 35.41 36.08 44.48 48.24 46.43
noun DT 25.29 25.00 28.07 35.06 34.48 36.76
noun CT 26.76 26.67 28.63 39.08 38.92 39.71
verb DT 24.41 22.63 22.10 30.00 29.35 29.14
verb CT 24.48 24.33 23.80 32.58 33.33 34.29

adverb DT 28.85 26.75 29.88 41.43 34.38 66.67
adverb CT 20.80 29.46 36.23 30.48 40.63 100.00
ALL DT 27.48 25.10 25.72 37.19 33.39 33.77
ALL CT 27.02 26.84 27.14 37.35 37.75 38.41

Inspecting the results for precision and mode precision with-
out filtering entries regarding parts-of-speech (denoted as ALL), only
marginal changes can be seen for entries having at least one depen-
dency. But we observe substantial improvements for targets with more
than one dependency: more than 1.6 points in precision and more than
4 points in mode precision.
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The results regarding different part-of-speech tags of the target
words follow a similar trend. For adjectives, nouns and verbs, the
contextualization improves results throughout for all targets. Most no-
tably, the largest relative improvements are observed for verbs, which
is a notoriously difficult word class in computational semantics. For
adverbs, contextualization hurts in cases where the adverb has fewer
than two context features, but helps for targets with a minimum of
two dependencies. Since there are merely seven instances where ad-
verbs have at least three dependencies in the dataset, the high scores
in mode precision are probably not representative.
Regarding performance on the original lexical substitution task

(McCarthy and Navigli, 2009), we did not come close to the perfor-
mance of the participating systems, which range between 32–50 preci-
sion points and 43–66 mode precision points (only taking into account
systems without duplicate words in the result set). However, all par-
ticipants used one or several lexical resources for generating substitu-
tion candidates, as well as a large number of features. Our system, on
the other hand, merely requires a holing system – in this case based
on a dependency parser – and a large amount of unlabeled text, as
well as a very small number of contextual clues. Scores for a DT com-
puted on the British National Corpus using Lin’s measure as reported
in McCarthy and Navigli (2009) are slightly higher than what we ob-
serve here, which we attribute to a different underlying background
corpus.
3.4 Two-dimensional representation for part-of-speech tagging
In this section, we demonstrate how the notion of two-dimensional
text can be used directly in NLP tasks using part-of-speech (POS) tag-
ging as an example. While POS tagging is generally regarded as solved
for languages and domains with sufficient amounts of training data,
there are still challenges in domain adaptation, e.g. for user-generated
content (Gimpel et al., 2011) or for domain-specific texts (e.g. Biemann
2009 reports a 20% out-of-vocabulary (OOV) rate of news models on
medical texts). The largest source of errors in POS assignment is ob-
served for out-of-vocabulary words, i.e. words that were not contained
in the training data and have to be classified according to context and
surface features only. A sequence of OOV words can throw off the
sequence classification algorithm, resulting in poor performance. For
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classifiers that do not normalize over the whole sequence, this has
been described as the label bias problem, cf. Lafferty et al. (2001).
Two-dimensional text provides a possibility to overcome the OOV

problem by resorting to the most similar in-vocabulary word, when
encountering a word unseen in training. For this, merely a list of
in-vocabulary words has to be maintained. Presupposing an existing
supervised POS tagger, the scheme is executed as follows.

Model training
1. Train the POS tagger on training text and construct the list of
in-vocabulary words.

2. Compute a distributional thesaurus (DT) on a large background
corpus.
POS tagging task

1. Determine the OOV words of the input text by checking the in-
vocabulary word list.

2. For all OOV words, replace the OOV word by its most similar
in-vocabulary word according to the DT.

3. Tag the altered text with the POS tagger, and project tags back to
the original text.
For our experiments, we trained the well-known TreeTagger

(Schmid, 1995) on the Penn Treebank (PTB, Marcus et al. 1993),
following Collins (2002) by training on Sections 0–18 and testing on
Sections 22–24.14 The distributional thesaurus was induced on 120M
sentences of English newswire, using a holing system based on word
trigrams: the center word of each trigram served as the word, the two
neighboring words (left and right together) served as the context. We
retained the most similar 100 words per entry.
Figure 7 illustrates this method using an example: in the sen-

tence “Renting out an unfurnished one-bedroom triplex in San Fran-
cisco”, the words “unfurnished”, “one-bedroom” and “triplex” are
OOV words, not being part of the PTB training set. In the case of “one-
bedroom” this might seem surprising, but the Penn Treebank consis-
tently uses a spelling without the hyphen, resulting in two tokens

14We do not perform parameter optimization and therefore do not use Sec-
tions 19–21, which are normally used for development.
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Figure 7:

Illustrating the
two-dimensional
extension for
POS tagging

“one bedroom”. While the top-most similar words to “unfurnished”
and “triplex” (“empty” and “duplex”) are in-vocabulary words of our
POS tagger, the most similar in-vocabulary word for “one-bedroom”,
“two-room”, is the third most similar expansion according to our DT.
Tagging the alternate sentence “Renting out an empty two-room du-
plex in San Francisco” results in correct assignment of POS tags, cf.
Figure 7.
Evaluating the improvement over the whole test set, we improved

the accuracy on the 3562 OOV words (the majority of them are verbs,
nouns and adjectives) from 37.82% to 74.12%.15 Overall, the accuracy
of the tagger improved from 95.28% to 96.07%, only by altering the
tagging strategy on the portion of 2.1% OOV words.
This overall performance is well below state-of-the-art POS tag-

ging on this dataset (which is at 98.5%, Søgaard 2011), where suc-
cessful approaches make heavy use of surface feature backoff, word
clustering on background corpora, and advanced machine learning
techniques. Our setup, however, illustrates how the metaphor of two-
dimensional text can be used in the context of existing NLP software,
while neither needing to alter the feature representation nor the learn-
ing algorithm for machine learning. The key, and its novelty with
respect to word-space approaches, is that the DT is able to generate
the most similar words, so that they can be used in lieu of words
that impose difficulties for the software (i.e. OOV words for POS tag-
ging). A comparable approach of expanding text representations with
similar words from our process was successfully used by Miller et al.
(2012) for state-of-the-art knowledge-based all-words word sense dis-
ambiguation.

15We enabled the heuristics of the TreeTagger (-hypen-heuristics, -ignore-
prefix, -cap-heuristics) which improved the accuracy by 0.15% without any OOV
replacement.
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4 future work

There are a number of ways in which our framework for the metaphor
of two-dimensional text can be filled and extended. In the remainder,
we will briefly describe approaches that we intend to try in the future.
4.1 Generalization of the holing system
Experiments presented here used holing systems that extract context
features for single words. While it is straightforward to extend it to
pre-defined multi-word units, it would be promising to allow arbi-
trary, not necessarily contiguous sets of language elements, and de-
termine their appropriateness by means of the similarity computation.
The current framework also supports the computation of context fea-
ture similarities by exchanging the columns “language elements” and
“context features” in the DT computation depicted in Figure 2, yet
it still needs to be worked out how similarities of contexts could be
used in the contextualization. Along these lines, a further generaliza-
tion of the holing system is to use an arbitrary number of holes, which
could e.g. allow us to detect similarities between active and passive
constructions.
4.2 Combination of signals for contextualization
While we have only shown experiments using a single holing sys-
tem at a time, it is possible to combine signals from several holing
systems for contextualization, as well as signals from other semantic
models such as topic models (cf. Thater et al., 2011). Further, there
is a large space of parameterization of the holing system with respect
to the use of priors, the numerical transformation of word-context-
significances to path probabilities, and the weighting of signals from
different models.
4.3 Other sampling methods for contextualization
While we have demonstrated that a simple contextualization method
as described in Section 2.3 is already able to achieve improvements
of the lexical expansion quality, we would like to employ sampling
methods that adjust path probabilities based on previous trials, like
Metropolis-Hastings Sampling (Hastings, 1970), or dynamic program-
ming approaches to compute the ranking of expansions efficiently (cf.
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Viterbi, 1967; Lafferty et al., 2001). In contrast to our simple method,
these approaches normalize over the whole expanded sequence and
perform expansions for all terms at the same time.
4.4 Word sense induction clustering
As the contextualization was described, the problem of word sense
disambiguation is handled implicitly by down-ranking lexical expan-
sions that refer to the wrong sense of the word in the context. It might
be advantageous, however, to add word sense induction clustering on
the DT entry (cf. Schütze, 1998; Widdows and Dorow, 2002; Biemann,
2010), and to perform the contextualization per cluster instead of per
word to alleviate sparsity. Note that this per-entry clustering is differ-
ent than the whole-vocabulary clustering proposed by Pereira et al.
(1993) and others.
4.5 Distinguishing expansions by patterns
While word sense induction can distinguish similar words in the DT
by sense, we need something else in order to obtain typed relations
between a target and its potential expansions. One way of typing is
to examine what patterns (e.g. is-a, part-of, antonyms) are common
between target and expansion in our large corpus. These types would
be useful for targeting certain types of expansions, e.g. excluding
antonyms for lexical substitution. To keep the approach unsupervised
and knowledge-free, we would like to find the patterns automatically
in a co-clustering approach based on terms and patterns (Dhillon,
2001) rather than using pre-defined patterns (Hearst, 1992; Lin et al.,
2003).
4.6 Machine learning on delexicalized features
All the parameters and extensions to our core approach could play
the role of features in a machine learning system, which e.g. could
learn the weighting of different holing systems or different relations
within the same holing system, the pattern type and so on. In this
way, the lexical expansions can be tuned towards benefiting a given
task at hand. The advantage of using these non-lexicalized features is
that a single model can be learned for all expansions, as opposed to
one model per language element type (i.e. one classifier per word).
Features from the first-order and the second-order representation of
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our distributional thesaurus have been employed for state-of-the-art
lexical substitution in Szarvas et al. (2013).

5 conclusion

In this article, we have introduced the new metaphor of two-dimen-
sional text. This metaphor is rooted in structural linguistics, and ex-
pands the one-dimensional linear sequence of language elements in a
second dimension of associative relations, especially with semantically
similar language elements. We have provided a way of operational-
izing semantic similarity by splitting syntagmatic observations into
terms and context features, and representing them independent of the
kind of syntagmatic observation. A scalable, parallelizable implemen-
tation of the computation of a distributional thesaurus was laid out in
detail. Further, we provide a conceptually simple and efficient method
to perform a contextualization of semantic similarity. Overall, our ap-
proach constitutes an unsupervised generative model for lexical ex-
pansion in context that implements the metaphor of two-dimensional
text. In our experiments regarding the quality of distributional sim-
ilarity, we demonstrated that our pruning method for DT computa-
tion is effective: using only the most n significant features per term
greatly reduces processing time, and even improves the results. Fur-
ther, we show that larger corpora lead to higher-quality distributional
thesauri, and that we can effectively compute them without relying
on lossy compression techniques. Our measure excels over two com-
petitive measures in the literature on very large collections. We have
presented a generic method of contextualizing distributional informa-
tion, which selects entries from the DT entry of the expansion target,
and ranks them with respect to their context compatibility. Evaluat-
ing our method on the lexical substitution task (McCarthy and Navigli,
2009), we were able to show consistent improvements across all parts
of speech, especially for expansion targets with many informing con-
textual elements. Further, we demonstrated how the two-dimensional
expansion can improve part-of-speech tagging without the need to
re-train or otherwise alter the tagger. Finally, we laid out a plethora
of possible extensions for improving our implementation of the two-
dimensional text metaphor. This work is merely a first step towards
creating a new, entirely data-driven model for computational seman-
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tics, as opposed tomere feature-basedmachine learning or knowledge-
intensive approaches.
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The full-fledged processing of temporal information presents specific
challenges. These difficulties largely stem from the fact that the tem-
poral meaning conveyed by grammatical means interacts with many
extra-linguistic factors (world knowledge, causality, calendar systems,
reasoning). This article proposes a novel approach to this problem,
based on a hybrid strategy that explores the complementarity of the
symbolic and probabilistic methods. A specialized temporal extrac-
tion system is combined with a deep linguistic processing grammar.
The temporal extraction system extracts eventualities, times and dates
mentioned in text, and also temporal relations between them, in line
with the tasks of the recent TempEval challenges; and uses machine
learning techniques to draw from different sources of information
(grammatical and extra-grammatical) even if it is not explicitly known
how these combine to produce the final temporal meaning being ex-
pressed. In turn, the deep computational grammar delivers richer
truth-conditional meaning representations of input sentences, which
include a principled representation of temporal information, on which
higher level tasks, including reasoning, can be based. These deep se-
mantic representations are extended and improved according to the
output of the aforementioned temporal extraction module. The proto-
type implemented shows performance results that increase the quality
of the temporal meaning representations and are better than the per-
formance of each of the two components in isolation.
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1 introduction

Deep linguistic processing aims at providing grammatical represen-
tations of sentences, including their full-fledged semantic represen-
tations. This is undertaken by computational grammars whose hand-
crafted rules encode the regularities uncovered by theoretical linguis-
tics. Deep natural language processing systems have been successfully
employed in many applications, like machine translation (Müller and
Kasper, 2000; Bond et al., 2005), grammar checking (Bender et al.,
2004) and ontology acquisition (Nichols et al., 2006), among others.

While these grammars typically deliver precise linguistic analy-
ses and fine-grained semantic representations of given sentences, they
perform less well when it comes to resolving ambiguity and getting at
the appropriate representation of a sentence given its context of occur-
rence. The inverse tension is observed in shallow processing systems.
Often resorting to statistical methods, these systems are very helpful
at resolving ambiguity, but they perform much worse when it comes
to getting at the sophistication of deep semantic representations.

The linguistic expression of time forms a highly intricate seman-
tic subsystem that offers a particularly good illustration of the com-
plementarity between the two approaches and the gap to bridge. Like
in any other grammatical dimension, here too ambiguity is pervasive,
and each sentence in isolation may bear different temporal readings.

Deep grammars typically handle such proliferation of readings
by resorting to some underspecification formalism that allows for its
packing. Although this makes it possible to address the efficiency prob-
lems associated with this ambiguity, rule-based grammars offer lim-
ited means to resolve this ambiguity and to support real-world appli-
cations that need to rely on the actual temporal information conveyed
by sentences in their contexts.

The area of temporal information extraction, greatly fostered by
the TempEval challenges (Verhagen et al., 2007, 2010), has encour-
aged the development of systems able to extract from texts important
pieces of information concerning time. But there is so far little or no
exploration of how to combine themwith the deep principled semantic
representations of the sentences, so that they can help support higher-
level temporal processing and reasoning systems. In the opposite di-
rection, much of the sophisticated linguistic information that may be
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important to improve the accuracy of temporal information extraction
is also waiting to be explored.

This paper explores the complementarity of the two approaches,
drawing inspiration from other efforts of hybrid natural language pro-
cessing, such as Crysmann et al. (2002) and Frank et al. (2003), among
others. Our exercise is circumscribed here to the processing of tem-
poral information. A proposal is presented that contributes to an en-
hanced processing of time by bridging the gap between temporal in-
formation extraction and deep linguistic processing.

More specifically, in this paper, we seek to incorporate the tem-
poral information extracted by a system specialized in the processing
of temporal information (and developed with machine learning meth-
ods) in the meaning representations produced by a deep processing
grammar, resulting in semantic representations enriched with more
information about time. Our motivation is partly due to the fact that
the processing of the expression of time in natural language interacts
with a number of extra-linguistic systems (such as calendar systems,
or knowledge about the world) that are best handled outside a com-
putational grammar. One example is the processing of temporal ex-
pressions, such as today, the fifth of May, or two days later. It may be
preferable to compute the exact date that these expressions refer to
outside the grammar. Their processing requires access to arithmetic
operations (e.g. once the anchor date for the last of these example
expressions is determined, it is necessary to add two days to it) and
to a calendar system (e.g. so that we know that subtracting two days
from March 1, 2012 gets us to February 28, 2012), which grammar
formalisms are typically not designed to support.

Many different kinds of information are needed to accurately de-
termine temporal relations conveyed in natural language text. Linguis-
tic knowledge is obviously important, at various levels (lexical, mor-
phological, syntactic, semantic). For instance, aspectual type, which
distinguishes various types of eventuality descriptions, such as states,
activities, accomplishments and achievements (Vendler, 1967; Dowty,
1979), is partly lexical but also interacts with syntax and semantics,
and it features prominently in the semantics literature on the expres-
sion of time in natural language. But extra-linguistic knowledge of
different sorts also comes into play, such as:
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• Pragmatics and knowledge about the world. Relations like causa-
tion can override default constraints on interpretation. Like the
examples of Lascarides and Asher (1993) show, the chronologi-
cal order of events can be reflected in the order in which they
are presented in text, (1a), but causality relations between the
mentioned events can override that preference, (1b):
(1) a. Max stood up. John greeted him.

b. Max fell. John pushed him.
• Calendar systems. Time expressions like next Monday or two
months earlier must be interpreted relative to a calendar system,
and furthermore there are implicit temporal relations between
the referred dates and times that can be be made explicit and
explored.

• Logical inference. For instance, temporal precedence is transitive,
so sometimes the possible temporal relations conveyed in a piece
of text are restricted by what has occurred before (e.g. if event A
precedes B, a new event C that precedes A must also precede B).
All these factors are important and should be explored to leverage

a temporal extraction system. However, they are difficult to handle in
grammar formalisms and grammar development environments.

In this paper, a computational grammar that delivers detailed rep-
resentations of the meaning of input sentences is extended with a rep-
resentation of time and aspect, in order to enrich these meaning repre-
sentations. This extension is based on the linguistic literature on tense
and aspect, and it was also developed in such a way that the result-
ing meaning representations are straightforward to combine with the
output of the temporal extractor.

Subsequently, the deep grammar and the temporal extractor are
combined, with the purpose of extending and correcting the semantic
representations delivered by the grammar as far as temporal meaning
is concerned. This combination of the computational grammar with
the dedicated temporal extraction system allows the meaning repre-
sentations produced by the grammar to be improved in the following
ways:

• Extending the representations
It is possible to add further temporal information (that the gram-
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mar does not have access to) to the meaning representations out-
put by the grammar. One example is the normalization of tempo-
ral expressions (determining the exact date or time that they refer
to), which in deep natural language processing systems are often
processed separately, for instance by a pre-processing module. In
our case, we use the temporal extractor, as it already deals with
these expressions, thus avoiding the replication of this function-
ality in a pre-processing component.

• Specifying the representations
The meaning representations are in many cases underspecified.
When the temporal extractor produces more specific output, the
grammar representations can also be made more specific, in ac-
cordance with this output.

• Correcting the representations
Since the grammar only looks at grammatical information, while
the temporal extraction system is sensitive to other kinds of in-
formation (as hinted at above), it is often more accurate than the
grammar in resolving time-related ambiguity. Its output can thus
be used to correct meaning representations.
As discussed in this paper, one obtains better and more detailed

meaning representations with this combination.
The deep grammar we use is LXGram, presented in Section 2.1.

The temporal extractor is LX-TimeAnalyzer, described in Section 2.2.3.
The data we use to train LX-TimeAnalyzer, as well as for the evaluation
reported here, is TimeBankPT (it is divided into a training set and a
test set), which we introduce in Section 2.2.2. The particular systems
and data that we used represent the Portuguese language, but the key
issues stand for other languages as well: the expression of time and
its interface with all these extra-linguistic kinds of knowledge and the
meaning representations of time.

We evaluate the performance of this extractor system, the compu-
tational grammar, and a combined system that incorporates the two
on a common data set. The combined system allows for full-fledged
temporal processing and outperforms both the temporal extractor and
the deep grammar.

This paper is structured as follows. The next section introduces
the key topics that will be dealt with in the remainder of the paper:
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deep linguistic processing, hybrid natural language processing, tem-
poral information processing, and the semantics of tense and aspect.
The particular systems that we used are also presented. The follow-
ing sections explain how these elements will work together. Section 3
describes how a deep grammar can be extended to include informa-
tion about time in the meaning representations that it produces. Sec-
tion 4 describes and evaluates an approach to integrate the deep pro-
cessing grammar and the temporal information extractor, and com-
bine their contributions for the processing of the linguistic expres-
sion of time. Finally, in Section 5 this article closes with final re-
marks.

2 background

This section introduces the key elements that will be integrated, with
the purpose of combining temporal information extraction and deep
semantic representations: a deep grammar that produces such repre-
sentations (Section 2.1), and temporal information extraction tech-
nology, which identifies and normalizes events, dates and times men-
tioned in a text and classifies temporal relations holding between these
entities (Section 2.2). Additionally, we present previous work in the
area of hybrid processing (Section 2.3) as well as in the area of the
semantics of tense and aspect (Section 2.4).
2.1 Deep linguistic processing
Deep linguistic processing grammars associate each input sentence
with its grammatical representation, including a representation of its
meaning. For the sake of the research exercise reported in this arti-
cle, LXGram was chosen as the working grammar. LXGram is a deep
grammar for Portuguese (Costa and Branco, 2010a).

This grammar is based on the Head-Driven Phrase Structure
Grammar (HPSG) grammatical framework (Pollard and Sag, 1994;
Sag et al., 2003). HPSG resorts to a unification-based grammatical
representation formalism with a type system featuring multiple in-
heritance and recursive data structures called typed feature struc-
tures.

LXGram is implemented in the LKB (Copestake, 2002), an inte-
grated development environment for typed feature structure gram-
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mars in general, popular within the HPSG community. The grammar
runs on PET (Callmeier, 2000), an efficient parser for HPSG grammars,
that allows several input methods, including interfacing with external
morphological analyzers, which wemake use of. These systems also al-
low the training and use of a statistical model to discriminate between
competing analyses for each sentence (Oepen et al., 2002; Toutanova
et al., 2005; Velldal, 2007). This facility is also used with LXGram
to rank the parses produced for a given sentence. The grammar out-
puts all possible parses for a given input sentence, and this model
selects the most probable one. The model is trained on CINTIL Tree-
Bank, a treebank obtained by manually selecting the best parse from
those produced by the grammar (Silva et al., 2012). Around 2,000
sentences of newspaper text from this treebank were used to train the
model.

When run over unrestricted newspaper text, LXGram produces a
parse for about 30% of the input sentences, and the disambiguation
model correctly identifies the preferred analysis for around 40% of
these parsed sentences (Costa and Branco, 2010a). Despite this cov-
erage, we will see below that it already produces very competitive
results with temporal processing and results above the state of the art
when combined with the shallow temporal extractor.

LXGram explores the core Grammar Matrix system (Bender et al.,
2002), which contains a set of implemented grammatical constraints
relevant to many languages, following the HPSG framework. It em-
ploys Minimal Recursion Semantics (MRS; Copestake et al. 2005) as
the formalism for the semantic representations it produces.

An important feature of MRS is that it supports underspecified
semantic representation. An MRS representation is a tuple contain-
ing a global top, a bag of relations labeled with handles and a bag
of constraints on handles. Relations labeled with handles are called
elementary predications, but we will also refer to them as relations in
this article. Conjunction is represented by shared labels. Handles can
also appear as arguments of these relations, and they are used to rep-
resent scope. The main kind of constraint on handles is equality mod-
ulo quantifiers (=q), which means that either the two handles are the
same handle or one or more quantifier relations (but no relation of
a different kind) intervene between the two. They enable the under-
specification of the scope between the various relations. An example
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MRS representation for the sentence A black cat can fly is:1

<h1,
{h2 : _a_q(x3, h4, h5), h6 : _black_a(x3),
h6 : _cat_n(x3), h7 : _can_v(h8),
h9 : _fly_v(x3)},
{h1 =q h7, h4 =q h6, h8 =qh9}>

This representation corresponds to the two scoped formulas that
can be obtained from it by scope resolution:

• _a_q(x3, _black_n(x3)∧ _cat_n(x3), _can_v(_fly_v(x3)))
(There is a black cat that possibly flies.)

• _can_v(_a_q(x3, _black_n(x3)∧ _cat_n(x3), _fly_v(x3)))
(It is possible that there is a black cat that flies.)

This is how the scope ambiguity between the existential quantifier
and the modal operator is captured. The first reading is obtained when
the constraints on the handles are resolved this way: h1 = h2, h4 =
h6, h5 = h7, h8 = h9. The second one is when h1 = h7, h8 = h2, h4 =
h6, h5= h9.

MRS representations are straightforwardly encoded in the typed
feature structures manipulated by HPSG grammars. For the sake of
readability of this text, we abstain from presenting them in that for-
mat.

For the purpose of experimentation, a concrete grammar has to be
used. As will be apparent, the solutions put forth are tested with this
working grammar but their principles can be easily adapted or trans-
ferred to other deep computational grammars delivering an under-
specified semantic representation, developed under other grammati-
cal frameworks or for other languages.

Existing computational HPSG grammars typically do not include
the meaning representation of tense and aspect in the semantic repre-

1We follow the convention of including part-of-speech-inspired labels in the
names of the relations in anMRS representation: n for relations denoted by nouns,
a for those related to adjectives and adverbs, q in quantifier relations, v in verbal
relations, etc.
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sentations they produce. But because MRSs are used by applications2
and this sort of information is important even if provided in a very
approximate way, a common approach is to enrich the output MRSs
with information about grammatical tense and aspect. For instance,
the MRS representation for our working sentence A black cat can fly
often looks like:

<h1,
{h2 : _a_q(x3,h4,h5), h6 : _black_a(x3),
h6 : _cat_n(x3), h7 : _can_v(e10{tense present}, h8),
h9 : _fly_v(e11, x3)},
{h1 =q h7, h4 =q h6, h8 =qh9}>

Here, two event variables have been added to the relations for can
and fly, an approach similar to that of Davidson (1967). These event
variables can have features of their own. The one for can has a tense
feature with the value present. This is an indication of the verb tense
used in the verb form corresponding to this relation.

This approach, which is common to several existing computa-
tional HPSG grammars, has the disadvantage of mixing semantic in-
formation with grammatical information. This mixing is undesirable,
because semantic representations are supposed to explicitly describe
truth conditions, which grammatical categories fail to do. The moti-
vation for our work is also to eliminate grammatical information from
semantic representations, as far as tense and aspect are concerned.
2.2 Temporal information extraction
There is a long research tradition on extracting the information about
time that is conveyed in natural language text. Some recent evaluation
campaigns have given it more attention, as they focused precisely on
this task. They include TempEval (Verhagen et al., 2007), TempEval-2
(Verhagen et al., 2010), and TempEval-3 (UzZaman et al., 2013). Be-
sides encouraging work on the topic, the TempEval campaigns have
provided data that can be and has been explored to develop and eval-
uate systems that automatically annotate natural language text with
the temporal information they convey.

2Machine translation is one application where MRS representations have
been extensively used, in this case as the level to which transfer rules apply
(Flickinger et al., 2005; Nygaard et al., 2006; Nichols et al., 2007).
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<s>In Washington <TIMEX3 tid="t53" type="DATE" value="1998-01-14">today</TIMEX3>, the
Federal Aviation Administration <EVENT eid="e1" class="OCCURRENCE" stem="release"

aspect="NONE" tense="PAST" polarity="POS" pos="VERB">released</EVENT> air traffic
control tapes from <TIMEX3 tid="t54" type="TIME" value="1998-XX-XXTNI">the
night</TIMEX3> the TWA Flight eight hundred <EVENT eid="e2" class="OCCURRENCE" stem="go"

aspect="NONE" tense="PAST" polarity="POS" pos="VERB">went</EVENT> down.</s>
<TLINK lid="l1" relType="BEFORE" eventID="e2" relatedToTime="t53"/>

<TLINK lid="l2" relType="OVERLAP" eventID="e2" relatedToTime="t54"/>

Figure 1: Simplified sample of the annotations in TempEval for the fragment:
In Washington today, the Federal Aviation Administration released air traffic control
tapes from the night the TWA Flight eight hundred went down

These data are annotated with an annotation scheme similar to
TimeML (Pustejovsky et al., 2003a). Figure 1 shows a small, simplified
extract of the data from the first TempEval challenge, with TimeML-
style annotations.

The words that denote events are annotated using EVENT tags. An
example is the word referring to the event of the FAA’s releasing of
the tapes. EVENT tags are also employed to annotate words denoting
states (such as the situations denoted by verbs like love or want). For
this reason, in this context the terms event, situation, and eventuality are
employed interchangeably in this paper, to refer to states and events.
This use of the term event is common in the literature on temporal
extraction.

The TIMEX3 tags surround temporal expressions, such as today. In
this working example, the temporal expression today denotes the date
normalized as 1998-01-14. The attribute value of TIMEX3 elements
holds this normalized representation.

The TLINK elements at the end describe temporal relations be-
tween events and dates, times or other events. For instance, the event
of the plane going down is annotated as temporally preceding the date
denoted by the temporal expression today.

The first two TempEval challenges had as their main tasks the
automatic identification of the temporal relations. That is, the value
of the relType attribute of the TLINK elements (such as the ones in
Figure 1) had to be determined, and all other annotations were given.
Temporal relation classification is also the most interesting problem
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in temporal information extraction. The other tasks that are necessary
to automatically annotate text with TimeML (identifying and normal-
izing temporal expressions and events) show better evaluation results,
and they also have a longer research history.

TempEval featured three tasks: A, B and C.3 Task A was about
classifying the temporal relation that holds between an event and
a time mentioned in the same sentence (they could however be far
apart in the sentence, as the temporal relation represented by the
TLINK with the lid with the value l1 in Figure 1). Task B focused
on the temporal relation between events and the document’s creation
time, which is also annotated in TimeML (not shown in that figure).
Task C was about classifying the temporal relation between the main
events of two consecutive sentences. The goal of all these tasks was
to determine the type of a given temporal relation. The possible val-
ues for the type of relations are BEFORE, AFTER and OVERLAP, as well
as BEFORE-OR-OVERLAP, OVERLAP-OR-AFTER and VAGUE, but the last
three values occur very infrequently in the annotated data that were
made available for TempEval.
2.2.1 State of the art in temporal information extraction
Table 1 shows a synopsis of the results of the first two TempEval com-
petitions, taken from Verhagen et al. (2009, 2010), for the main tasks
of classifying temporal relations. The data used in these two competi-
tions are similar but not identical, hence the different baselines.

This table does not show the results of TempEval-3, because they
are so difficult to compare to previous work: (i) the training data set
used is substantially larger (twice the size), (ii) the evaluation setup
is different (in TempEval-3, the temporal relation classification tasks
are performed from raw text; in the first two TempEval competitions,
the remaining gold annotations were given to participants), (iii) the
inventory of relation types is different, (iv) and the evaluationmeasure
is also different – the temporal awareness score of UzZaman and Allen
(2011) is used instead of classification accuracy.

3TempEval-2 had additional tasks, about identifying and normalizing events
and temporal expressions. It also had an additional temporal relation classifica-
tion task, about pairs of events mentioned in the same sentence. Furthermore,
the names of the tasks in TempEval-2 are different. We use the names employed
in TempEval.
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Table 1:

Results for English
in TempEval

Task
A B C

TempEval Best system 0.62 0.80 0.55
Avg. of all participants 0.56 0.74 0.51
Majority class baseline 0.57 0.56 0.47

TempEval-2 Best system 0.65 0.82 0.58
Avg. of all participants 0.61 0.78 0.53
Majority class baseline 0.55 0.59 0.49

Table 2:
Results for English in
TempEval-2: temporal
expressions and events

(F-measure for
extent recognition
and accuracy for
the attributes)

Temporal expressions
Extents type value

Best system 0.86 0.98 0.85
Avg. of all participants 0.78 0.86 0.57
Median 0.82 0.91 0.59

Events
Extents class tense aspect polarity

Best system 0.83 0.79 0.92 0.98 0.99
Avg. of all participants 0.74 0.72 0.75 0.97 0.99
Median 0.79 0.77 0.86 0.97 0.99

TempEval-2 also evaluated the recognition of temporal expres-
sions and events (i.e. identifying their extents in text) and their nor-
malization (filling in the various attributes of the EVENT and TIMEX3
elements visible in Figure 1). A synopsis of the results is in Table 2.
The averages of all participants reported in this table are affected by a
few extremely low scores; therefore we also show the median values.

The several systems that participated in the first two TempEval
challenges resorted to different methods. There were symbolic so-
lutions as well as machine learning approaches. Different levels of
linguistic analysis, ranging from shallow processing, such as POS-
tagging, to full syntactic parsing, were explored as a means to provide
information used in rules or as classifier features. This variety of ap-
proaches can also be seen amongst the best systems of TempEval-2.
The TRIPS and TRIOS systems (UzZaman and Allen, 2010) used a
combination of parsing and machine learning methods such as condi-
tional random fields (Lafferty et al., 2001) and Markov logic networks
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(Richardson and Domingos, 2006). TIPSem (Llorens et al., 2010a)
also used conditional random fields trained using several kinds of
features, including features extracted from the output of a syntac-
tic parser, namely that of Charniak and Johnson (2005) for English.
Like UzZaman and Allen (2010), the NCSU systems (Ha et al., 2010)
employed Markov Logic using features taken from different natural
language processing tools. Ha et al. (2010) gave a bigger emphasis
to features that capture lexical relations between the event terms in-
volved (such as similarity relations between producing and creating
events, antonymy relations between the terms open and close, etc.).

TimeML, the TimeBank (Pustejovsky et al., 2003b) – a TimeML an-
notated corpus which served as the basis for the data used in TempEval
– and the TempEval challenges have been very influential in the area
of temporal information extraction. The work of Denis and Muller
(2010) offers a comparison of the set of temporal relations considered
in TimeML and other temporal algebras developed earlier, namely
those of Allen (1983, 1984) and Bruce (1972).

Also, a lot of recent work has used the TimeBank and the data sets
made available in the two TempEval challenges. Verhagen and Puste-
jovsky (2008) present a system that automatically annotates raw text
with TimeML, including annotations for events, time expressions and
temporal relations. Chambers et al. (2007) trained machine learning
classifiers on the TimeBank, namely Naïve Bayes (John and Langley,
1995) classifiers. They were concerned with temporal relations be-
tween pairs of events, which could be in the same sentence or not.
Their system’s goal intersects Task C of the first TempEval challenge
(relations between events in different sentences). Their algorithm op-
erates on two stages. In the first stage, they try to learn some proper-
ties of the events in the temporal relation, such as tense, grammatical
aspect and aspectual class. Here they use some morpho-syntactic fea-
tures as well as features based on information provided by WordNet
(Fellbaum, 1998). In the second stage, they classify the temporal re-
lation between those events. They use as classifier features the infor-
mation obtained in the first stage, as well as other kinds of features
based on the syntactic structure of the sentences where the events are
mentioned. Llorens et al. (2010b), similarly to Llorens et al. (2010a),
explore the contribution of semantic role labeling to temporal infor-
mation processing.
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Machine learning methods have become dominant in address-
ing the problem of extracting the temporal ordering of what is de-
scribed in a text. One major limitation of machine learning methods
is that they are typically used to classify temporal relations in iso-
lation, and therefore it is not guaranteed that the resulting tempo-
ral ordering is globally consistent. Yoshikawa et al. (2009) and Ling
and Weld (2010) seek to overcome this limitation using Markov logic
networks, which learn probabilities attached to first-order formulas.
Some of the participants of the second TempEval used a similar ap-
proach (Ha et al., 2010; UzZaman and Allen, 2010). Denis and Muller
(2011) cast the problem of learning temporal orderings from texts as
a constraint optimization problem. They search for a solution using
Integer Linear Programming (ILP), similarly to Bramsen et al. (2006),
and Chambers and Jurafsky (2008). Because ILP is costly (it is NP-
hard), the latter two only consider before and after relations. Rather
than classifying a temporal relation between two time intervals, De-
nis and Muller (2011) and Lee (2010) classify four relations between
four instants (the endpoints of the two original time intervals). Sym-
bolic or hybrid approaches have also been used. This was the case of
the WVALI system (Puşcaşu, 2007), one of the participants of the first
TempEval competition and the one with the best results for some of
the tasks.

The logical properties of temporal relations make temporal infor-
mation processing stand out from many of the other natural language
processing tasks. UzZaman and Allen (2011) propose a new way to
evaluate temporal information processing systems. Instead of the usual
precision and recall metrics used in the first two TempEval competi-
tions, they argue that it is better to compute the temporal closure of
the reference annotations and confront the result with a system’s out-
put. This is because a system may identify temporal relations that are
not part of the reference annotations but nevertheless are logical con-
sequences of the ones that are in fact annotated.

Despite the prominence of the TimeML annotated data sets men-
tioned earlier (the TimeBank and the data sets of the TempEval
challenges) and the plethora of work using them, there are further
resources with temporal annotations. One is the WikiWars corpus
(Mazur and Dale, 2010). Its scope is more limited than that of the
TimeBank and the data used in the TempEval challenges, because it is
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annotated only for temporal expressions, leaving out events and tem-
poral relations. The kind of task it supports is thus similar to the early
efforts of the Temporal Expression Recognition and Normalization
evaluation (Ferro et al., 2004) and the previous Message Understand-
ing Conferences (MUC-6, 1995; MUC-7, 1998), where a concerted
effort for the annotation of time expressions first took place. Yet an-
other corpus of English featuring temporal annotations (Bethard et al.,
2007) contains annotated temporal relations between events denoted
by words in a specific syntactic relation (one heads the clause that is
the complement of the other one).

Work on the topics of temporal expression recognition (identi-
fying the boundaries of temporal expressions in text) and normaliza-
tion (assigning each of them a normalized representation of the time
or date that they refer to) has produced quite good results for some
time now (Negri and Marseglia, 2004; Strötgen and Gertz, 2013; An-
geli et al., 2012; Llorens et al., 2012). Still, in recent years, the top-
ics of temporal expression recognition and normalization have not
been abandoned. WikiWars, just mentioned, is a recent corpus where
time expressions are annotated. Other recent work on this topic in-
cludes that of Zhao et al. (2010). Additionally, there has been interest
in new problems related to temporal expressions. Kolomiyets et al.
(2011) investigate the portability of time expression recognition to
non-newswire domains, since most of the annotated data consist of
news articles (the exception being WikiWars). Their idea is to gen-
erate additional training examples by replacing temporal expression
words with potential synonyms, taken from WordNet and other simi-
lar resources. This technique potentially increases the number of word
types seen in training as part of a time expression.
2.2.2 Data with annotations about time
The data released in the first TempEval challenge were for English
only. The second TempEval challenge released data for Chinese, En-
glish, French, Italian, Korean and Spanish (although only English and
Spanish attracted participants to the competition). Since then, efforts
to manually annotate temporal phenomena have continued for sev-
eral languages (Pustejovsky and Stubbs, 2011; Xue and Zhou, 2010;
Zhou and Xue, 2011), and a number of corpora featuring similar tem-
poral annotations have been developed for several languages: Chinese
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Table 3:

Size of the data set Train Test
Sentences 2,281 351
Word tokens 60,782 8,920
Annotated events 6,790 1,097
Annotated temporal expressions 1,244 165
Annotated temporal relations

Task A 1,490 169
Task B 2,556 331
Task C 1,735 258
Total 5,781 758

(Cheng et al., 2008), French (Bittar et al., 2011), Italian (Caselli et al.,
2011), Korean (Im et al., 2009), Romanian (Forǎscu and Tufiş, 2012).

For Portuguese, there is the TimeBankPT corpus (Costa and
Branco, 2010b, 2012d). This corpus is an adaptation of the origi-
nal TempEval data to Portuguese, obtained by translating it and then
adapting the annotations. The two corpora – TimeBankPT and the
original English data set used in the first TempEval challenge – are
quite similar (Costa and Branco, 2012d), but the languages are of
course different.

TimeBankPT is used here to train and evaluate the temporal in-
formation extraction component. Just like the original English corpus
for TempEval, it is divided into a training part and a testing part. The
original English corpus is composed of news documents. Many of these
documents are taken from the Wall Street Journal, and they belong to
the domain of economics. TimeBankPT is thus also composed of doc-
uments of this genre and domain. Some figures pertaining to the size
of this data set are presented in Table 3.
2.2.3 LX-TimeAnalyzer
For the experiments reported in the present paper, an independent
temporal extractor is used. It is called LX-TimeAnalyzer (Costa and
Branco, 2012b,c) and annotates raw text with temporal annotations.
These annotations are similar to the ones used in the first two TempEval
challenges, based on TimeML (Pustejovsky et al., 2003a), and illus-
trated in Figure 1 above. LX-TimeAnalyzer annotates raw text with
events, temporal expressions, and temporal relations. This system
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runs on Portuguese input text, and it was trained with the data just
presented above in Section 2.2.2.

In order to produce these annotations, several tasks are per-
formed: (i) identifying temporal expressions and events mentioned
in the text; (ii) normalizing these time expressions (annotating the
value attribute of TIMEX3 elements, where the date or time referred
to by the temporal expression is recorded in a standardized format);
(iii) filling in the values of the remaining attributes of the EVENT and
TIMEX3 elements that were recognized; (iv) identifying temporal rela-
tions, i.e. which pairs of entities (events and times) should be linked
with temporal relations; and (v) classifying these temporal relations
(overlap, precedence, etc.).

Most of these tasks are performed with machine learning classi-
fiers trained on the training data of TimeBankPT. The tasks of normal-
izing temporal expressions and identifying temporal relations are per-
formed by handcrafted rules, and most of the annotated attributes of
EVENT elements are directly based on the output of other natural lan-
guage processing tools, namely a part-of-speech tagger and morpho-
logical analyzer. The classifiers used to identify event terms and tem-
poral expressions use features based on information that also comes
from these tools (part-of-speech, lemma, inflectional features) and a
context window of two words on each side of the target word. There
is a dedicated machine learning classifier for the attribute class of
EVENT terms.

The normalization of temporal expressions makes use of Joda-
Time 2.0,4 which implements calendar systems as well as many oper-
ations between dates (e.g. it can calculate that two days after February
28, 2013 is March 2, 2013).

The models that classify temporal relations are produced with ma-
chine learning classifiers that use several features that capture many
types of information. These features are numerous, and for this reason
it is not possible to provide a full account of them, which is presented
in (Costa, 2013). Briefly, there are:

• Superficial features based on information from a part-of-speech
tagger (e.g. the conjunction nearest the event that enters the tem-
poral relation under classification);

4http://joda-time.sourceforge.net
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• Features that encode information about logical inferences. For in-
stance, we solve task B before the other two tasks, and sometimes
information about task B temporal relations as well as the implicit
temporal relations between the times and dates mentioned in the
text can constrain the temporal relations in the other subsequent
tasks;

• Fine-grained information about aspectual type. TimeML makes a
distinction between states and non-states in the attribute class
of EVENT elements. We explore a more fine-grained distinction,
as we make use of four aspectual types, following the work of
Vendler (1967) and Dowty (1979) (as well as the large body of
literature that follows them) more closely;

• Information about the world (e.g. a verb like predict typically pre-
cedes in time what is predicted, but a verb like report typically
follows in time what is reported).
Crucially, LX-TimeAnalyzer makes use of several pieces of extra-

linguistic information, such as the logical constraints between tem-
poral relations (when classifying temporal relations) or calendar sys-
tems (when normalizing temporal expressions), that are typically not
available to a deep natural language processing system. Depending
on the formalism employed in the implementation of a deep gram-
mar, it may not even be feasible or practical to implement this kind
of knowledge in such a system. It certainly is not possible in the LKB,
where LXGram is implemented, but even if it were, there is still the
question of whether it would be appropriate to encode extra-linguistic
information in a deep grammar.

Evaluation results show that LX-TimeAnalyzer performance is
at the level of the state-of-the-art for English (Costa and Branco,
2012b,c), except for the task of event detection (determining whether
a given word token denotes an event). This problem is somewhat hard
for nouns. The best system to identify events in the second TempEval
resorted to, among other things, WordNet (Llorens et al., 2010a), an
approach that is not available for Portuguese currently, as there is no
WordNet for this language with the breath and maturity of the En-
glish WordNet. This makes event identification harder for Portuguese
(Costa and Branco, 2012c). Table 4 presents the evaluation results for
LX-TimeAnalyzer, using the test data of TimeBankPT. The evaluation
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Temporal expressions Score
Extents 0.85
type 0.91
value 0.81

Events Score
Extents 0.72
class 0.74
tense 0.95
aspect 0.96
polarity 0.99

Temporal relations Score
Task A 0.67
Task B 0.80
Task C 0.55

Table 4:
Performance of
LX-TimeAnalyzer
on the test data
of TimeBankPT

measures reported in that table are the F-measure for the problems of
identifying the extents of event terms and temporal expressions and
accuracy for the remaining tasks. These results are very similar to the
state of the art for English (cf. Table 1 and Table 2).
2.3 Hybrid natural language processing
The present paper follows a hybrid approach to natural language pro-
cessing.

Within the HPSG community, we find, among others, the work
of Adolphs et al. (2008), which allows the grammars developed in
the LKB (presented above in Section 2.1) to see the output of shal-
low tools as AVMs (Attribute-Value Matrices, the data structures that
HPSG grammars manipulate). This work builds on previous efforts to
combine shallow and deep processing with HPSG, like the work of
Crysmann et al. (2002) and Frank et al. (2003). Frank et al. (2003)
combines a deep grammar with a shallower parser, resulting in effi-
ciency gains of a factor of 2.25. Crysmann et al. (2002) additionally
use shallowmorphological analysis, part-of-speech tagging and named
entity recognition to guess information about unknown words (words
not in the lexicon of the deep grammar). This results in an increase
in grammar coverage from 12.5% to 22.1%, on a corpus of 20,000
newspaper sentences.

Similar work is that of Schäfer (2006), who develops a software
architecture designed to combine shallow and deep systems, with the
purpose of making the deep systems more robust. The author shows
that this approach increases the efficiency and the coverage of the
deep system by a factor of more than two. Since then, hybrid tech-
niques such as these have become popular within deep processing.
LXGram uses a similar approach, where morphological information
output by shallow tools is used to enable the grammar to process un-
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known words (though we do not use a shallow parser to improve effi-
ciency).

Grover and Lascarides (2001) is an earlier work that also uses
the morphological information coming from shallow tools to increase
the robustness of a computational grammar, namely when it comes to
dealing with out-of-vocabulary words.

In the Verbmobil project (Wahlster, 2000) on speech-to-speech
translation, multiple parsers are used to aid machine translation. Sev-
eral of them are run in parallel (a symbolic HPSG grammar, a statisti-
cal parser, and a chunker). They produce meaning representations in
a common format. When the parsers fail to provide analyses that fully
span an utterance, the fragments that they produce are combined, re-
sulting in an analysis for the entire utterance (Rupp et al., 2000).

Also in the context of the Verbmobil project, particularly rele-
vant to our work is that reported in Alexandersson et al. (2000) and
Stede et al. (1998). They extract mentions of times and dates from the
semantic representations produced by the parsers and employ a spe-
cialized module to map these semantic representations to a canonical
representation of these dates and times. Their work shows that recog-
nizing temporal expressions can be done with a parser. However, like
us, they consider that other problems, like this problem of temporal
expression normalization, are best handled with external technology.
In our work, where an existing and stand-alone temporal extraction
system is available, it is not necessary to have the grammar recognize
temporal expressions, since the extraction system (which must be used
to normalize them anyway) already performs this task.

Within the Lexical-Functional Grammar (LFG) framework (Ka-
plan and Bresnan, 1982), Brun (1998) describes a pre-processing step
where nominal multiword expressions as well as time expressions
are recognized in the input that is to be subsequently parsed by a
grammar. Named entity recognition has also been integrated in this
pre-processing stage in several computational LFG grammars (Kaplan
et al., 2004; Butt et al., 1999).

The approach we present in this paper is also a hybrid approach,
where a deep grammar is combined with shallower tools. But in our
case we combine information of a different kind. We are interested in
putting together different methods to extract temporal relations from
text: with the deep processing grammar, which looks exclusively at
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grammatical information, and with a dedicated temporal extraction
system, which has access to extra-linguistic knowledge. Instead of us-
ing external tools to pre-process the grammar’s input, we use the out-
put of a tool specialized in temporal extraction to refine the grammar’s
output in a post-processing step. In our scenario, post-processing is
preferred to pre-processing because: (i) the additional information that
is being brought to the grammar is directly about meaning (i.e. it is
about temporal relations and representations of the times denoted by
time expressions); and (ii) the time expressions recognized and anno-
tated by the temporal extraction system do not necessarily correspond
to syntactic constituents.5

2.4 The semantics of tense and aspect
There is a vast body of linguistic literature on the semantics of tense
and aspect. Our implementation of tense and aspect in the deep gram-
mar, described below in Section 3, is inspired by previous work that
we briefly describe in this section.

Davidson (1967) is the first author to reify events. In HPSG, this
approach has been popularized in a number of analyses, including Sag
et al. (2003), as well as in several HPSG implementations, like the En-
glish Resource Grammar (Flickinger, 2000) and the Grammar Matrix
(Bender et al., 2002). A survey of the advantages over the alternatives
can be found in Kamp and Reyle (1993, pp. 504–10).

Reichenbach (1947) described tenses as temporal relations be-
tween several pairs of times, not just an event time and an utter-
ance time (or speech time). In particular, he introduced the concept
of a reference time that mediates the relation between those two
times. This idea has been maintained in subsequent work by other
authors.

5The system recognizes time expressions according to the TIMEX3 specifica-
tion (Saurí et al., 2006). Many TIMEX3 elements are syntactic constituents (for
instance, many are noun phrases), but some elements of noun phrases (such as
relative clauses) are left out of the annotated extents of these elements anno-
tated with TIMEX3 tags, as the inclusion of such elements would make a parser
necessary to determine these extents. If the annotated time expressions always
corresponded to syntactic constituents, this information could be exploited in or-
der to contrain the parser’s search space. As they do not, there is no benefit in
detecting them in a pre-processing step.
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Some influential ideas originating in Discourse Representation
Theory (DRT), of Kamp and Reyle (1993), have also crept into many
analyses of tense. This is the case in the observation that past tense
denotes overlap of the event time with a past time in the case of stative
situations but inclusion in the case of non-stative situations.

Intricately related to tense is aspect. A large body of literature
exists on this topic, with the work of Vendler (1967) and Dowty (1979)
being seminal.

Pustejovsky (1991) posits a separate level of representation for
the event structure associated with predicates and their arguments and
advocates the decomposition of events into sub-events. For instance, a
sentence like the door closed is analyzed as a process (the door closing)
followed by a state (the door is closed). This is similar in spirit to the
work of Moens and Steedman (1988).

In the framework of HPSG, Van Eynde (2000) develops an anal-
ysis for the Dutch tenses and temporal auxiliaries inspired by DRT in
its semantic aspects. The work of Yoshimoto and Mori (2002) com-
bines HPSG with a DRT analysis of tense. Bonami (2002) is an HPSG
analysis of aspect shift inspired by the work of de Swart (1998, 2000).
This phenomenon is treated by positing implicit aspectual operators,
which we also resort to. Flouraki (2006) focuses on aspectual con-
straints on the various tenses of Modern Greek, modeling them with
HPSG. Relevant to our work is also that of Goss-Grubbs (2005), which
develops an analysis of tense and aspect for English using MRS. This
work encodes aspectual type by typing event variables, and it also
resorts to positing explicit aspectual operators in the semantic repre-
sentations. It does not make use of explicit temporal relations or the
various Reichenbachian times (reference time, speech time, etc.); in-
stead it encodes tense as a feature of time variables.

Bobrow et al. (2007) is also similar work, inasmuch as it is about
a computational system that produces meaning representations of its
input which contain non-trivial information about time. In its rep-
resentations, the system includes explicit temporal relations between
events and the speech time. It does not, however, include information
about aspect or make use of reference times.
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3 deep processing
of tense and aspect

A semantic representation for tense and aspect was implemented in the
grammar that was presented above in Section 2.1, taking into account
the possibility of it being extended with additional information rele-
vant to time coming from temporal information extraction systems.

The grammar was extended with an implementation of tense and
aspect inspired by much of the literature just referred to above. The
following running example illustrates the various aspects of the im-
plementation:
(2) A

the
atriz
actress

mudou-se
moved

de
from

França
France

para
to

os
the

Estados Unidos
United States

em
in

fevereiro
February

de
of

1947.
1947

The actress moved from France to the United States in February
1947.

The MRS representation for this sentence, as produced by the
grammar, is shown in Figure 2. Temporal information can be seen
in the is-before and at relations, that relate the event time t9 with
the utterance time t10, and aspectual information can be seen in the
aspectual-operator relations as well as the feature culmination, which
indicates that the associated eventuality (the moving event) contains
a culmination as one of its sub-events (i.e. it is a culmination or a
culminated process).

The remainder of this section provides more details on the im-
plementation of tense and aspect in the working grammar, and how
they are reflected in the meaning representations such as the one in
Figure 2.
3.1 Tense
It is important to distinguish between grammatical tense and semantic
tense: we will use the first expression to refer to inflectional morphol-
ogy alone, and the second one to refer to the temporal and aspectual
meaning they convey.

Each predicate denoted by a verb, adjective, preposition or ad-
verb receives a Davidsonian semantic representation, with an event
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<h1,
{h3 : _o_q(x4,h5,h6),
h7 : _atriz_n(x4),
h8 : at(e2 {culmination +}, t9),
h8 : is-before(t9, t10 {t-value utterance-time}),
h8 : aspectual-operator(e2, e12, h11),
h11 : _mudar_v(e12, x4),
h11 : _de_p(e14, e12, x13),
h15 : proper_q(x13, h16, h17),
h18 : named(x13, “França”),
h11 : _para_p(e20, e12, x19),
h21 : _o_q(x19, h23, h22),
h24 : named(x19, “Estados Unidos”),
h11 : _em_p(e26, e12, x25),
h27 : udef _q(x25, h28, h29),
h30 : _fevereiro_n(x25),
h30 : _de_p(e31, x25, x32),
h33 : proper_q(x32, h34, h35),
h36 : named(x32, “1947”)},
{h1 =q h8, h5 =q h7, h16 =q h18, h23 =q h24, h28 =q h30,
h34 =q h36}>

Figure 2: MRS for A atriz mudou-se de França para os Estados Unidos em fevereiro
de 1947 “The actress moved from France to the United States in February 1947”

variable as its first argument. This variable is not explicitly quanti-
fied, but assumed to be bound by an existential quantifier. This is in
line with a substantial amount of the HPSG literature, including com-
putational implementations such as the English Resource Grammar
(Flickinger, 2000) and the Grammar Matrix (Bender et al., 2002). An
example is the predicate _mudar_v (for the verb form corresponding
to English “move”) in Figure 2: its first argument (e12) is an event
variable.

Additionally, an at relation pairs this event variable with a tem-
poral index: in Figure 2 this relation is labeled with h8 and relates the
event variable e2 with the temporal index t9. This temporal index rep-
resents the event time. In the existing literature on tense, some authors
use quantified time variables, while other authors use free time vari-
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ables. Partee (1973) presents arguments for a free variable approach.
Our temporal indices are compatible with this approach. Temporal in-
dices have their own type in the grammar, and a feature T-VALUE is
appropriate for this type. This feature locates the index in the time
line.

Depending on the grammatical tense, there are then temporal re-
lations between temporal indices, in the spirit of Reichenbach, who
also describes tense as temporal relations between various times.

In our example, the Portuguese verb is in the pretérito perfeito
tense. The semantics of this tense is ambiguous between a simple per-
fective past (i.e. the situation occurred in the past and is culminated)
and a present perfect (the situation has a resulting state that holds and
is relevant at the present). The event time is before the utterance time
and, accordingly, there is a temporal relation is-before with the event
time as its first argument.

This particular example is an adaptation of a Reichenbachian rep-
resentation, where one would expect two time relations (the event
time is simultaneous with a reference time and this reference time
precedes the utterance time). Our option to diverge in this partic-
ular case is motivated by the ambiguity of grammatical tenses like
the pretérito perfeito. This grammatical tense is ambiguous with re-
spect to semantic tense, viz. the simple past (which has the Reichen-
bachian analysis just mentioned) and the present perfect (where the
event time precedes the reference time, and the reference time is si-
multaneous with the utterance time). Since it is not possible to un-
derspecify this distinction in the semantic representations, there are
two options: duplicate the number of analyses provided by the gram-
mar for each verb with this tense in the input (this is the approach
of Van Eynde 2000 for Dutch, but it is computationally costly and
does not seem justifiable as both representations essentially describe
a past event); or use a simplified representation that covers both inter-
pretations. We chose the second route, arriving at what has just been
described.

With other tenses, the grammar delivers representations resorting
to reference times.

The second argument of the temporal relation is-before is an-
other temporal index, t10, with a T-VALUE specified to have the value
utterance-time. This is how the speech time is represented. According to
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what has been presented so far, the relevant representation fragment
is thus:

at(e2, t9) ∧ is-before(t9, t10 {t-value utterance-time}) ∧
_mudar_v(e2, x4)

That is, the event described by the form of the verbmudar “move”
occurred in a time that precedes the utterance time.

It is thus worth noting that grammatical tense presents two levels
of ambiguity that must be resolved:

• The same form can correspond to more than one grammatical
tense. An English example is the verb form put, which can, for in-
stance, be present tense or past tense. Portuguese also contains
similar ambiguities, e.g. forms like corremos (“we run” or “we
ran”).

• The same grammatical tense can cover more than one meaning
when it comes to locating a situation in time. An English sentence
like I leave tomorrow shows that present tense can refer to the fu-
ture. Usually this tense locates an event in the present. Portuguese
has similar cases.

This two-fold ambiguity is accounted for by a two-layer analysis
in the working grammar. The first layer consists of a set of rules that
map surface form to grammatical tense. The second layer consists of
a set of rules that map grammatical tense to semantic representations
of tense. Both are implemented as lexical rules, i.e. unary rules that
apply to single lexical items (verb forms in this case).6

6One example is the following. In Portuguese, present tense can be frequently
used with a future meaning, although of course it can also be used to refer to a
present situation. This possibility exists in English, too (e.g. The train leaves tomor-
row). With this organization in two layers, a present tense verb form is analysed
in the following fashion. A rule in the first layer is responsible for the morphol-
ogy: it maps between the lemma of the verb, which is what is encoded in the
grammar’s lexicon, and the actual surface form. It also produces a morphologi-
cal representation in which the grammatical tense of this verb form is encoded,
in a dedicated feature. In the second layer, two rules can apply. One of them asso-
ciates present tense morphology with present semantics. It adds to the meaning
representation for the sentence where the verb form occurs that the situation de-
noted by the verb holds at a time that overlaps the speech time. The second rule
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In the case of the rules in the first layer, the orthographic form of
their output is different from that of their input (one is the dictionary
form of the word, as that is what is listed in the grammar’s lexicon, and
the other one is an inflected form). The rules in the second layer do
not change the spelling of their input. When we combine the grammar
with an external morphological analyzer, the second layer of rules is
still applied in the grammar, but the application of the rules in the
first layer is dependent on the annotations coming from the external
analyzer.

3.2 Aspect
Aspectual type is accounted for with the help of three Boolean fea-
tures: culmination (positive for culminations and culminated pro-
cesses), process (positive for processes and culminated processes) and
state (positive for states). This representation is intended to capture
the proposal of Moens and Steedman (1988), who decompose a cul-
minated process into a process followed by a culmination. In our
representation the two features process and culmination would be pos-
itive, which indicates that this culminated process is composed of two
sub-events: a process and a culmination (although the order in which
they occur is not made explicit in our representation). These three
features are appropriate for event variables.

Even though aspectual type is also a lexical property, it is diffi-
cult to annotate it (Pustejovsky et al., 2006). In our implementation,
we abstain from recording aspectual type in the lexicon. This would
require the annotation of a large part of the existing lexicon, which al-
ready contains several thousands of lexical entries. Another difficulty
is that aspectual type depends on word sense, which is typically not
dealt with by deep grammars, including LXGram.

However, contextual (i.e. syntactic) constraints on aspect are
indeed implemented. These are represented by aspectual operators,
which are functions from situation descriptions to situation descrip-
tions, and they appear as relations in the MRS representations.

that can possibly apply to a morphological present is one that encodes future
semantics, expanding the meaning representation with a temporal precedence
relation between the speech time and the time at which the situation denoted by
the verb holds.

[ 123 ]



Francisco Costa, António Branco

For instance, we represent a function from state descriptions
to culmination descriptions as aspectual-operator(e2 {culmination +},
e1 {state +}, X ). Here, e1 is a state, e2 is a culmination, and X is the
MRS representation for the state e1. The event variable of the result-
ing situation (e2 in this example) is included in the representation. We
also make use of an extra argument, which is just a pointer for the
event variable of the argument (e1 in this example), as this is useful
when post-processing MRS representations.

We follow Bonami (2002) in assuming that all aspectually sensi-
tive relations allow for at most one implicit aspectual operator. These
implicit aspectual operators account for aspectual coercion. Therefore
every context that allows aspectual coercion must introduce either
zero or one aspectual operators in the semantic representation: zero if
no aspectual coercion actually occurs, or one otherwise.

Because it is not possible to underspecify the number of relations
in an MRS, one aspectual-operator is introduced in every aspectually
sensitive context, although in general it is not specified which operator
it is (in line with Bonami 2002). That is, one underspecified operator is
always introduced. We assume that sometimes it stands for a dummy
relation (i.e. the identity function), in the cases when no aspectual
shift occurs.

Several elements are sensitive to aspectual type. Tense is one of
them. Consider the two example sentences below. They correspond to
the English sentence Samuel liked that wine.
(3) a. O Samuel gostou desse vinho.

b. O Samuel gostava desse vinho.
The difference between the two is grammatical tense, but they

also convey different temporal and aspectual meanings. In the first
one the verb is in the pretérito perfeito, discussed above. In the second
one the verb is in the pretérito imperfeito. Both are past tenses, but the
first is perfective whereas the second one is imperfective.

Perfective aspect constrains the whole event to be telic (a culmi-
nation or a culminated process). Imperfective aspect constrains it to
be a state in Portuguese. The first sentence means that Samuel liked
the wine at some point in the past, but he no longer does. It may sug-
gest a particular wine tasting episode that has ended (i.e. he liked the
wine that he drank at some specific time in the past, as in the English
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sentence Samuel enjoyed that wine), or it may mean that for some time
Samuel liked that (kind of) wine, but he no longer does. The second
one cannot be about a particular episode. It says that Samuel used to
like that kind of wine, and he may still like it.

The grammar assigns to the first sentence a semantic representa-
tion expressing this:

at(e {culmination +}, t) ∧
is-before(t, t2 {t-value utterance-time}) ∧
aspectual-operator(e, e2, gostar(e2, X )),

where X is the representation for the verb’s arguments.
This representation is similar to the one presented above in the

discussion about tense, but it includes information about aspect as
well. In particular, an aspectual-operator was added scoping over the
relation for the main verb in this sentence. This operator is intro-
duced in the semantics by the lexical rule responsible for semantic
tense (together with the temporal relations seen in this MRS fragment),
as tenses impose aspectual constraints at the clausal level (Bonami,
2002). The constraint that the event variable e be telic (its feature cul-
mination has the value +) also comes from the pretérito perfeito tense.

By contrast, the second sentence receives a representation like:
at(e {state +}, t) ∧ overlaps(t, t2) ∧
is-before(t2, t3 {t-value utterance-time}) ∧
aspectual-operator(e, e2, gostar(e2, X )),

where X is the representation for the verb’s arguments.
The pretérito imperfeito conveys a different temporal meaning, and

therefore the temporal relations in the semantic representation are
different. This tense does not indicate that the associated situation no
longer holds at present, and accordingly the associated temporal rela-
tions are more vague with respect to the relation between the event
time t and the utterance time t3. Unlike the pretérito perfeito tense,
which introduces an aspectual operator that produces telic situations,
the pretérito imperfeito constrains the whole clause to be a state. In this
example, this is encoded in the event variable e, with its feature state
constrained to have the + value.

The verb gostar “like”, instantiating the third argument of the
aspectual-operator relation, is a state. Even though lexical aspect is not
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encoded in the grammar (and therefore there is no restriction on the
aspectual features of e2) for the reasons mentioned above, our encod-
ing of aspect at the syntactic level, as was just illustrated, is important
because it can capture distinctions such as the one illustrated by this
pair of sentences.

Additionally, it can be straightforwardly extended with lexical
aspect: if we knew that “like” is lexically a state, then the aspectual-
operator in the second sentence is a function from states to states (i.e. it
is the identity function, and does not change the basic meaning of the
verb). The aspectual operator in the first sentence would be a function
from states to telic situations. This causes a shift in meaning, as a
culmination is added, corresponding to the end of the underlying state.
As mentioned above, there can be two results: Samuel’s liking of that
kind of wine ended in the past, or the situation is associated with a
specific episode that similarly ended in the past.

The implementation of aspect in the grammar interacts withmany
elements that are sensitive to aspect: many verbs, which impose aspec-
tual constraints on their complements (some examples are the progres-
sive auxiliary, which combines with processes, but also verbs like stop
and finish); durational adverbials (for adverbials, which combine with
processes, and in adverbials, which combine with culminated pro-
cesses, are widely studied with respect to this phenomenon); tenses
(as just briefly illustrated); etc.

A full description of the semantics of all tenses implemented in the
grammar is outside the scope of this paper and would be tedious, but
an example with the present tense can also be presented. A sentence
like O Samuel gosta desse vinho “Samuel likes that wine” receives an
MRS representation along the following lines:

at(e {state +}, t) ∧
includes(t, t2 {t-value utterance-time}) ∧
aspectual-operator(e, e2, gostar(e2, X )),

where X is the representation for the verb’s arguments.
Here t is the event time, and t2 is the utterance time. The present

tense is assumed to be an imperfective tense, similar to the past im-
perfective tense mentioned above: it is associated with an overlap re-
lation, and constrains the clause where it occurs to describe a state.
We follow DRT in further assuming that semantic present is special in
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that this overlap relation is more specific than just overlap, and it is
an inclusion relation: the event time includes the utterance time. Be-
cause the verb gostar “like” is a state lexically, this is another example
where the aspectual operator involved is the identity function.
3.3 Backshift
There is also an implementation of backshift, or sequence of tense,
in this grammar. The pairs of English sentences in (4), adapted from
Michaelis (2006), illustrate this issue, which is visible in indirect
speech. Each sentence in parentheses is the direct speech counterpart
of the embedded clause in the same line, and yet they often (but not
always) show different tenses. For instance, the example in (4b) shows
an embedded past tense that corresponds to a present tense form in
the direct speech utterance.
(4) a. Debra said she likes wine. (“I like wine”)

b. Debra said she liked wine. (“I like wine”)
c. Debra said she brought the wine. (“I brought the wine”)
d. Debra said she had brought the wine. (“I brought the

wine”)
e. Debra said she will bring some wine. (“I will bring some

wine”)
f. Debra said shewould bring some wine. (“I will bring some

wine”)
The example in (5), from Rodríguez (2004), clearly shows that

in syntactic contexts such as the one exemplified by these sentences,
tense can be interpreted relatively. In (5) the past tense that occurs
in the embedded clause (i.e. in drank) is associated with a verb that
describes a situation that in the most natural reading for this sentence
will occur in the future. Here, past tense merely indicates precedence
with respect to the situation mentioned in the matrix clause, through
the use of a future construction (will tell). In other words, this past
tense form is interpreted relative to another mentioned event rather
than with respect to the speech time.
(5) María will tell us after the party tomorrow that she drank too

much.
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The data are essentially identical for Portuguese as far as back-
shift is concerned. Further analysis can be found in Costa and Branco
(2012a). The implementation of backshift in the grammar follows the
analysis proposed in that paper.

The grammar makes use of the machinery of HPSG (unification,
multiple inheritance and recursive data structures called typed fea-
ture structures) to implement constraints on the various tenses such
that some of them are always interpreted relative to the speech time
whereas others can be interpreted relative to the speech time or the
event time of a higher verb, depending on the syntactic context where
they occur.

The implementation accounts for cases like the examples in (4).
An embedded present tense conveys an overlap temporal relation be-
tween the time of the eventuality described in the embedded clause
and the speech time, as exemplified in (4a). An embedded future
is similarly interpreted relative to the speech time, but conveying
a precedence relation between the speech time and the time of the
embedded eventuality (4e). An embedded past tense can be associ-
ated with an overlap relation or with a precedence relation between
the time of the eventuality in the embedded clause and the time of
the eventuality mentioned in the higher clause, as in (4b) and (4c).
Constructions similar to the English past perfect, as in (4d), trigger
a temporal precedence relation between the time of the eventuality
mentioned in the embedded clause and the time of the eventuality
in the main clause. Finally, sentences similar to the one in (4f) are
associated with a precedence temporal relation between the time of
the main event and the time of the embedded event.

4 full-fledged temporal processing

This section describes how the information output by a temporal ex-
traction system can be integrated with the deep semantic representa-
tions produced by the grammar.
4.1 Integration of deep processing and temporal extraction
The temporal extraction system outputs information that can be com-
bined with the semantic representations delivered by the grammar,
resulting in semantic representations enriched with more and better
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information about time. In some cases, it is preferable to compute
these pieces of temporal information outside the grammar; in other
cases it is not even possible to compute them in the grammar. One
such example is the normalization of temporal expressions, which, as
explained above in Section 1, requires access to arithmetic operations
and to a calendar system. Deep grammars are implemented with spe-
cialized description formalisms and, in some cases, in platforms that
do not even make arithmetic operations available.7

Typically, those specialized grammatical formalisms have a num-
ber of characteristics: they are developed exclusively with grammati-
cal modeling in mind and often do not support operations that are not
directly needed for this modeling; the formalisms used in handcrafted
grammars are typically categorical (they let one say whether a sen-
tence is either grammatical or ungrammatical, not whether it is better
or worse than an alternative), thus making it difficult to represent gra-
dient or statistical information; and, since computational efficiency is
an important concern for these systems, many are very restrictive.8
Another characteristic of computational grammars is that their con-
text is limited, as they typically only look at one sentence at a time.
Because of this, they do not have access to information present in
other parts of the document, which temporal extraction systems can
take advantage of.

The expression of time in natural language and its meaning repre-
sentation make particularly strong cases where these limitations can
be felt. These tasks deal with a number of aspects that require extra-
linguistic knowledge and as such are difficult or even impossible to im-
plement in their full breadth in these specialized formalisms. Among

7This is the case of LXGram and all grammars implemented in the LKB. The
LKB accepts a language called TDL – Type Description Language (Krieger and
Schäfer, 1994) – which has no support for arithmetic. By contrast, modern pro-
gramming languages make arithmetic operations available, and it is possible to
find for them good implementations of calendar systems. For the implementa-
tion of the temporal extractor described above in Section 2.2.3, Joda-Time 2.0
(http://joda-time.sourceforge.net) was used, which provides many calen-
dar operations as well as many operations on time intervals.

8For instance, the LKB, where LXGram is developed, is very fast, but, for ef-
ficiency reasons, does not allow the direct encoding of many kinds of constraints
that are standard in the HPSG literature (Melnik, 2005).
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<TIMEX3 tid="t0" functionInDocument="CREATION_TIME" value="2012-01-10T15:00:00"/>

<s>A atriz <EVENT eid="e5">mudou</EVENT>-se da França para os Estados Unidos em
<TIMEX3 value="1947-02" tid="t15">fevereiro de 1947</TIMEX3>.</s>
<TLINK lid="l2" eventID="e5" relType="BEFORE" relatedToTime="t0"/>

<TLINK lid="l3" eventID="e5" relType="OVERLAP" relatedToTime="t15"/>

Figure 3: Example text with (simplified) temporal annotations. The English trans-
lation is The actress moved from France to the United States in February 1947.

these aspects we find: (i) arithmetic and calendar systems (for the
normalization of temporal expressions, as just mentioned); (ii) rea-
soning (temporal relations have several logical properties that can be
exploited, such as the transitivity of temporal precedence); (iii) the
modeling of world knowledge and pragmatics (where statistical in-
formation about what is usual or expected may constitute important
heuristics to determining the chronological order of the described sit-
uations); etc.

In particular, it is possible to augment these semantic representa-
tions output by the grammar in the following ways:

• Extending the representations
It is possible to add to the MRS representations output by the
grammar further temporal information that the grammar does not
have access to.

• Specifying the representations
The MRS representations are in many cases underspecified, and
in some such cases they can be made more specific.

• Correcting the specifications
The temporal extraction system is sensitive to both grammatical
and extra-grammatical information. It is often more accurate in
resolving time-related ambiguity than the grammar, which con-
siders grammatical features only. As such, the extractor's output
can be used to correct the MRS representations produced by the
grammar.
The following paragraphs provide details on how these three as-

pects are handled by our system that combines the deep grammar and
the temporal extractor. To that end we return to our running example,
presented above in (2) and repeated below for convenience:
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(2) A
the

atriz
actress

mudou-se
moved

de
from

França
France

para
to

os
the

Estados Unidos
United States

em
in

fevereiro
February

de
of

1947.
1947

The actress moved from France to the United States in February
1947.

The temporal annotation obtained by the temporal extraction sys-
tem for this running example is displayed in Figure 3. That example
shows two annotated temporal relations, namely an overlap relation
between the moving event and the month of February 1947, and a
temporal precedence relation between this event and the document
creation time.

The semantic representation obtained by the grammar for this
example is shown in Figure 2 on page 120. The objective is thus to
enrich the grammar-derived representation by exploring the temporal
annotations shown in Figure 3.
4.1.1 Extending the MRS representations
The outcome of this combination is presented in Figure 4. As can be
seen by comparing Figures 2, 3 and 4, there are several pieces of in-
formation that are incorporated into the resulting MRS representation.
These additions are highlighted in bold in Figure 4.

The first one is the information about the document’s creation
time (the TIMEX3 element in Figure 3). Temporal extraction sys-
tems register when a document was created (in our example this is
"2012-01-10T15:00:00"), which can be determined from meta-data
or with heuristics. This information can be incorporated in the MRS
representations, specifying the utterance time. The normalized value
for the document’s creation time is used to fill in the T-VALUE of the
temporal index for the utterance time. In Figure 4, this is the temporal
index t10.

The second type of information to add is about temporal expres-
sions. An argument is added to the relation for the head word of that
expression that was identified as a temporal expression by the ex-
traction system. This argument is instantiated with a temporal index
whose t-value feature contains the normalized representation of the
time expression. In our example, the temporal expression fevereiro
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<h1,
{h3 : _o_q(x4, h5, h6),
h7 : _at riz_n(x4),
h8 : at(e2 {culmination +}, t9),
h8 : is-be f ore(t9, t10 {t-value “2012-01-10T15 : 00 : 00”}),
h8 : aspectual-operator(e2, e12, h11),
h11 : _mudar_v(e12, x4),
h11 : _de_p(e14, e12, x13),
h15 : proper_q(x13, h16, h17),
h18 : named(x13, “França”),
h11 : _para_p(e20, e12, x19),
h21 : _o_q(x19, h23, h22),
h24 : named(x19, “Estados Unidos”),
h11 : _em_p(e26, e12, x25),
h27 : ude f _q(x25, h28, h29),
h30 : _ f evereiro_n(x25, t69 {t-value “1947-02”}),
h30 : overlaps(t9, t69),
h30 : _de_p(e31, x25, x32),
h33 : proper_q(x32, h34, h35),
h36 : named(x32, “1947”},
{h1 =q h8, h5 =q h7, h16 =q h18, h23 =q h24, h28 =q h30,
h34 =q h36}>

Figure 4: Final MRS for A atriz mudou-se de França para os Estados Unidos em
fevereiro de 1947 “The actress moved from France to the United States in February
1947”

de 1947 “February 1947” is originally given the MRS representa-
tion:

< h27, { h27 : udef _q(x25, h28, h29),
h30 : _fevereiro_n(x25),
h30 : _de_p(e31, x25, x32),
h33 : proper_q(x32, h34, h35),
h36 : named(x32, “1947”) },
{ h28 =q h30, h34 =qh36 }>.

An extra argument is added to the _fevereiro_n relation (with the
label h30), filled with a temporal index containing the normalized
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value for the temporal expression, as shown in Figure 4: < h30 :
_fevereiro_n(x25, t69 {t-value “1947-02”})>.9

Finally, additional temporal relations detected by the temporal
extraction system are incorporated in the MRS.

The only temporal relations originally present in the MRS repre-
sentations are the ones directly related to verb tense, since the gram-
mar only looks at grammatical information. These are always between
an event and the utterance time or the event of the higher clause in
the case of backshift phenomena (Costa and Branco, 2012a).

But temporal information systems can extract more temporal re-
lations than those. These extra relations can be added to the MRS rep-
resentations. In our example this is the overlaps relation between the
event time t9 of the moving event and the temporal index t69 for the
time conveyed by the temporal expression fevereiro de 1947 “February
1947” : < h30 : overlaps(t9, t69)>.

9The resulting representation is somewhat redundant, and we believe it can
be improved. However, this issue is far from trivial, although it may seem so at
first. The intuitive alternative would be to replace the entire material in the orig-
inal MRS for this temporal index. In this example, the five relations (and the two
handle constraints) for the expression fevereiro de 1947 “February 1947” would
be completely eliminated from the MRS and replaced by a temporal index. This
temporal index would occur as the second argument of the _em_p relation, for the
preposition corresponding to English in: _em_p(e26, e12, t69{t-value “1947-02”}).
This alternative has two problems that must be noted.

The first one is illustrated by a sentence like 2007 saw the birth of the iPhone.
Here, a temporal expression occurs as the subject of a verb. With the intuitive
representation, the first argument of the predicate for the verb to seewould end up
being a temporal index. This seems wrong, as the first argument of that predicate
would not be of the expected type.

The second problem is related to examples like that awful year. This is a time
expression that includes material (namely the adjective awful) that is not present
in the normalized value of the temporal expression (which would just consist of a
number representing a calendar year). Replacing the entire MRS representation
of this noun phrase for a temporal index would create a representation that does
not include all the information present in the analyzed input sentence.

We believe that the problem of adequately modeling the semantic represen-
tation of temporal expressions is an interesting question for linguistics to further
clarify, for these reasons. As such, an admittedly simplistic solution was chosen
in our integrated representation.
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To implement the integration of the original MRS produced by the
grammar with the information coming from the temporal extraction
system, all that is needed is an alignment between the word tokens in
the original text and the semantic relations that correspond to those
tokens. In our experimental setup, this is achieved quite straightfor-
wardly since the PET parser, the parsing engine used with the gram-
mar, allows the grammar to provide character spans next to each rela-
tion in the output MRS representations. These character spans describe
the character positions of the linguistic material corresponding to that
relation and are used for the alignment and merging of the deep tem-
poral representations with the temporal relations extracted.
4.1.2 Increased semantic specification
The temporal relations identified by the grammar can be made more
specific on the basis of the output of the temporal extractor. One ex-
ample illustrating this is related to the following sentence, taken from
the training data of TimeBankPT, with the original English sentence
also presented below in italics:

(6) Esperava-se que Bush autorizasse os comandantes navais a
usar “a mínima força necessária” para interditar os navios de
carga para o Iraque e a partir do Iraque, disse um oficial amer-
icano.
Bush was expected to authorize naval commanders to use “the
minimum force necessary” to interdict shipments to and from Iraq,
a U.S. official said.

TimeBankPT (and the English data set used in TempEval) contains
TimeML annotations for this sentence describing temporal relations
between the document’s creation time and several events, namely
those represented by esperava-se “it was expected”, usar “use”, and
disse “said”. Similarly, the temporal extractor is capable of identifying
these temporal relations.

The temporal semantics implemented in the grammar also en-
codes several temporal relations between situations described by fi-
nite verb forms and the speech time, which is similar to the document’s
creation time. However, in some cases, these semantic representations
are less specific than the TimeML annotations.
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A case in point is the imperfective past tense in indirect speech
contexts, which is exemplified in this sentence with the verb form es-
perava “was expected”. Here the semantics will encode that the event
conveyed by the embedded esperava overlaps the one conveyed by
disse “said”. This is as expected, because this tense is associated with
these kinds of readings in this context.10 This semantic representation
does not say anything about the relation between the embedded situ-
ation and the speech time or document’s creation time. This is not a
shortcoming of the implemented grammar; it is what is justified from
the point of view of the linguistic analysis. But this information is read-
ily available in the output of the temporal extractor, and therefore can
be incorporated in the final MRS representation.

Another case that is not trivial to treat in the grammar alone is
verb forms in the conditional mood. The grammar implementation as-
signs them a future of past interpretation: the described event occurs at
a time that follows another time that precedes the speech time. There-
fore, the direct relation between events introduced by verb forms in
this tense and the speech time is not available in the MRS representa-
tion produced by the grammar, and in fact can be any one.

In the annotated data, however, there can be cases of temporal
annotations between events introduced by verbs in the conditional
and the document’s creation time.
4.1.3 Corrections to the temporal representations
In some cases, the temporal extraction system can be used to correct
the MRSs output by the grammar.

In cases of conflict between the initial temporal relations identi-
fied by the grammar and the ones given by the temporal extractor, the
initial representations produced by the grammar can be corrected if
the temporal relations identified by the extractor are considered more
reliable than the ones that the grammar produces.

10 “Past under past” constructions (Comrie, 1986; Declerck, 1990; Hornstein,
1991; Abusch, 1994; Michaelis, 2011) may be ambiguous in English. For exam-
ple, in John said he was ill the two situations described can be simultaneous, but
in John said he fell down the one described by the embedded verb precedes the
one in the matrix clause. In Portuguese, the two interpretations are distinguished
by the past tense used: the imperfective past is used in the former case, and the
perfective past is used in the latter one (Costa and Branco, 2012a).
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This is because the grammar only looks at grammatical tense,
whereas the temporal information system takes other features into ac-
count, and can identify cases where grammatical tense is insufficient
or misleading. An example of this is the case of the historical present,
that is, the grammatical present being used to describe a past event,
such as in the sentence In 1939 Germany invades Poland. This is an
important property of our proposal.

Another example where corrections are fruitful is also connected
to the use of present tense in Portuguese. English allows this tense to
be used to describe future events, as in The train leaves tomorrow. In
Portuguese this is much more pervasive, and because of that each oc-
currence of this tense is given this reading, as well as a present reading,
by the grammar. The representations for the two different readings
(present and future) are not underspecified (because they have dif-
ferent aspectual constraints, i.e. they constrain the three Boolean fea-
tures that we use to encode aspect, as presented above, differently).
Rather, each occurrence of this grammatical tense is ambiguous be-
tween present and future, triggering two distinct analyses. As men-
tioned before, the system uses a statistical model to discriminate be-
tween competing analyses for each sentence. By causing the analysis
to branch out in these cases, the choice of present vs. future is deter-
mined by this parse selection model.

Not surprisingly, as far as this distinction goes, this parse selec-
tion model performs quite poorly when compared to a dedicated tem-
poral annotation system, as shown in the next section. That is, there
are several cases when the best interpretation given by the grammar
erroneously assigns future semantics to present tense verb forms or
vice versa. In these cases, the integration component corrects the final
MRS representation by changing the temporal relations there so that
said representation is in accordance with the output of the temporal
extractor.
4.2 Evaluation
A test suite of sentences exemplifying the phenomena that the gram-
mar should be able to deal with was created. It contains sentences in
the various tenses, sentences with forms of the auxiliary ter “have”
combining with a past participle, sentences with a progressive con-
struction similar to the English construction composed of be and an
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-ing form, sentences with forms of ir “go” with an infinitive (similar
to English “going to” constructions), and sentences featuring adverbs
like hoje “today”, ontem “yesterday”, and amanhã “tomorrow”, which
feature different combinatorial possibilities with the different tenses.
This test suite is used for regression tests during grammar development
and contains 38 sentences. The grammar is able to correctly parse all
of these sentences and provides correct temporal representations for
them.

The test suite is useful to check for bugs in the implementation
and ensure that the expected results are seen, but it might not be repre-
sentative of what is seen in practical scenarios. So an evaluation with
unseen data was conducted.

Evaluating this approach presents specific challenges. There is no
gold-standard available with MRS annotations that contains temporal
information similar to what is presented here. And in fact, it is quite
difficult to produce MRS representations manually, as they contain
many re-entrancies. For these reasons, we resort to manual evaluation.
Since the temporal extractor was developed using the training set of
TimeBankPT, the test part of this corpus is unseen and can be used for
evaluation of the integrated solution as well.

To this end, the 20 documents comprising the test portion of
TimeBankPT were parsed with the grammar. On large corpora of na-
tive Portuguese text taken from newspapers and the Wikipedia, the
grammar is capable of analyzing around ⅓ of all sentences (Costa and
Branco, 2010a), as already mentioned above in Section 2.1. In the
present case, 24% of the sentences in the test set of TimeBankPT got
a parse.11 Since the integration of the grammar with the extractor is
not meant to increase the coverage of the former, the sentences that
receive no parse were left out of this evaluation exercise. There re-
mained 84 sentences in the test set.

This section provides evaluation results for the several tasks di-
rectly involved in the integration of the grammar with the temporal
extraction system. First, the recognition and normalization of tempo-

11We assume that this lower coverage is due to the fact that many of the
documents composing this data set are taken from the Wall Street Journal (as
TimeBankPT is a translation of the English corpus used in TempEval), and there
was no effort to have the grammar deal with text from the financial and economic
domains, which contain quite a number of syntactic idiosyncrasies.
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ral expressions is discussed. This task is performed by the temporal
extractor and then combined with the MRS representations output by
the grammar, as discussed above. Here the results for the integrated
output are thus the same as those for the temporal extractor.

After that, evaluation results are presented for two problems that
are similar to the Tasks A and B of TempEval discussed above. Since
the temporal extractor identifies events and temporal expressions and
temporal relations between these, and these temporal relations are
added to the MRS representations, the performance of the extractor
and that of the integrated system are discussed. Finally, evaluation re-
sults are provided for the classification of temporal relations between
events and the speech time or the document’s creation time (i.e. Task
B of TempEval). In this respect both the grammar and the temporal
extractor are evaluated in isolation, since each can output these tem-
poral relations. The integrated system, which corrects the MRS rep-
resentations with the information coming from the extractor, is also
evaluated.

The Task C of TempEval is not used by our integrated approach.
Since Task C relates events mentioned in different sentences, a dis-
course representation is necessary to combine them in an informed
way. This is not something that the typical deep linguistic technology
does at the moment.12

Table 5 summarizes the results discussed in the rest of this section
and obtained on the parsed sentences of the test data of TimeBankPT.
In this table, n/a marks results that are not available, as the grammar
is not intended to perform the corresponding tasks.
4.2.1 Evaluation of temporal expression

recognition and normalization
Since the integrated system enriches the original MRS representations
with representations for the temporal expressions that occur in the
underlying text, this dimension was evaluated.

As mentioned above, we restricted our attention to the sentences
for which there was a parse produced by the grammar.We looked at all
temporal expressions that can be found in these sentences. The system
was evaluated with respect to two factors. First, we want to know

12An exception is Boxer (Curran et al., 2007), which can handle some cross-
sentential phenomena, such as pronoun resolution and presupposition.
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Total Grammar Extractor Combined
system

Temporal expressions 32
Recognition n/a 28/32 (88%) 28/32 (88%)
Normalization n/a 27/32 (84%) 27/32 (84%)

Event – time pairs 44
Task A n/a 25/44 (57%) 25/44 (57%)

Finite verbs 111
Task B 83/111 (75%) 92/111 (83%) 104/111 (94%)

Table 5:
Accuracy of
the grammar,
the temporal
extraction
system and
the combined
system for
several tasks
(% correct)

how many temporal expressions are recognized correctly. Second, we
want to know how they are normalized, since these normalized values
appear in the final representations.

Temporal expressions are somewhat infrequent and, in these 84
sentences, only 32 such expressions occur. Of these, 88% are recog-
nized correctly. The remaining ones are either not recognized at all
or their boundaries are not identified correctly. 84% are recognized
correctly and also normalized correctly (or 96% of the ones that are
recognized correctly). From the point of view of normalization, the
difficult cases are very vague ones such as the night. These cases fail
to be normalized and as such are not incorporated in the final MRS
representations.

Although some of the temporal expressions occurring in this data
set fail to be recognized and incorporated in the final MRS representa-
tions, the ones that are indeed inserted there are almost all correctly
normalized (96%).
4.2.2 Evaluation of temporal relations

between mentioned times and events
As mentioned above, the final MRS representations also include tem-
poral relations between the times and dates and the events mentioned
in the input sentences, since these relations are delivered by the tem-
poral extractor (cf. Task A).

These temporal relations occurring in the semantic representa-
tions of the parsed sentences were checked for correctness. There are
only 44 such relations, because only a few sentences contain multiple
temporal expressions and multiple events. 57% of these relations are
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correctly encoded. A considerable number of the errors occur when
the times and events being related are mentioned very far apart in the
sentence or the syntactic relationship between the expressions denot-
ing them is not direct. If we restrict our attention to pairs of events
and times that are mentioned in the same clause, this score goes up
to 68%.

Since the grammar provides us with this information, we are con-
sidering only adding these temporal relations to the MRS representa-
tions in these cases when the relevant expressions occur in the same
clause. So even though temporal information processing technology
still has a considerable amount of error, to some extent we can at
least increase precision by sacrificing recall in a straightforward way
if this is considered preferable.
4.2.3 Evaluation of temporal relations with the speech time
One final aspect to evaluate is how many of the temporal relations be-
tween events and the speech time or document’s creation time, output
by the final integrated temporal processing system, are correct. This
is similar to the Task B of TempEval.

The grammar assigns temporal relations to events and states rep-
resented by finite forms of verbs only, for the reasons already men-
tioned. TimeBankPT includes annotations also for events denoted by
words of other parts-of-speech, most importantly nouns. Even though
the extractor can also identify these, it is not as accurate in doing so, as
mentioned above. For this reason, the integrated system does not ex-
pand MRS representations with temporal information for events that
are not given by verbs, and likewise we also ignore them in this eval-
uation.

For each sentence, only the preferred parse output by the gram-
mar, as determined by the parse selection model, is considered. The
grammar produced a correct output for 75% of all temporal relations
between the situations described in these parsed sentences and the
document’s creation time/speech time.

As mentioned above, one difficulty is assigning the correct mean-
ing to present tense verb forms. As they are ambiguous between future
and present semantic values and this distinction is chosen by a general
parse selection model, it is rarely the case that it is correctly resolved.
The temporal extractor is much better at this particular problem, as
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it employs several features that are relevant to it. For instance, as-
pectual type is very relevant; depending on the language, the future
interpretation of present tense is much harder or even impossible with
stative verbs (Van Eynde, 1998, p. 249). The grammar has no infor-
mation about lexical aspect, but the extractor has some, in the form of
the aspectual indicators as well as the features class and even stem
(since this is a lexical property). This problem accounts for 56% of the
errors produced by the grammar for this task. Other errors were less
interesting and had a smaller impact overall.

The temporal extractor gets 83% of these temporal relations be-
tween finite verb forms and the speech time/document’s creation time
right, better than the 75% of the grammar. The largest source of error
has to do with identifying events: many of the verbs for which the
grammar produces temporal relations are not recognized as events by
the temporal extractor, and therefore no relation is posited for them.
Note that TimeML does not annotate verbs used in generic statements
(such as Lions are mammals) as events, and furthermore the annota-
tions for event terms that occurred fewer than 20 times in the English
data used in TempEval were removed. Therefore the training data of
TimeBankPT, which is also used to train the event identification model
used in LX-TimeAnalyzer, contains many examples of verbs that are
not annotated as being event terms.13

The system combining the output of the grammar and that of the
temporal extractor delivers temporal relations between finite verbs
and the speech time/document’s creation time with 94% accuracy.
This is a better result than either the grammar (75%) or the temporal
extractor (83%) in isolation.

Overall, these results show that integrating a specialized temporal
extractor with a deep grammar can be fruitful in practice in increasing
the quality of the temporal meaning representations and the accuracy
of the resulting system.

13As a side note, if one removes these cases and looks only at those that were
identified by both the grammar and the temporal extractor, the success rate of
the latter in classifying the temporal relation with the document’s creation time
goes up to 97%. This is substantially better than the results presented above for
the task B of TempEval because here we are looking exclusively at events denoted
by verbs, which are easier to order with respect to the utterance time than those
given by words with a different part-of-speech.
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5 conclusions

This article presents a novel contribution to the processing of the lin-
guistic expression of time in deep natural language processing sys-
tems by combining them with data-driven methods. As interpreting
the temporal ordering of the events mentioned in a text is indeed af-
fected by phenomena that are difficult to model in a symbolic system,
like knowledge of the world, machine learning methods can capture
the contribution of factors whose impact is not well understood. To
this end, it was discussed how to combine the outcome of temporal
information extraction technology with the semantic representations
produced by a deep processing grammar.

This combination helps to resolve the ambiguity preserved in the
underspecified semantic representation. One very important point is
that it also allows for the representations produced by deep grammars
to encode extra-linguistic information – e.g. the normalized represen-
tation of the speech time – that is relevant to interpret these represen-
tations but hard to obtain with these grammars alone.

Finally, with the present contribution towards full-fledged tem-
poral processing, this paper adds to the overall discussion and quest
on how to make progress in natural language processing by means of
hybrid systems that combine the complementarity of the symbolic and
probabilistic approaches in a way that their strengths can be ampli-
fied and their shortcomings mitigated. The resulting system presents
better performance than each of the two components in isolation,
both quantitatively (as measured in terms of accuracy) and qualita-
tively (as it outputs truth-conditional representations of the mean-
ing of sentences that includes but is not limited to information about
time).

Future work is needed to address temporal relations between
events mentioned in different sentences. In this respect, there is some
work on the temporal structure of discourse, also using HPSG. One
example is the work of Hitzeman et al. (1995), although in some cases
this specific proposal leaves these temporal relations underspecified.
It would be interesting to check how proposals such as this one com-
pare with current temporal relation classification technology for the
task C of the first TempEval challenge. Future work can check this by
implementing a similar solution with the grammar.
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Future work can address other ways to combine the two sub-
systems (the extractor and the grammar). The integration can also
work in the direction opposite of the one explored in this paper: for
instance, the events recognized by the grammar can be proposed to the
shallow temporal extraction system, as the latter failed to recognize
some of them in our evaluation. Additional work could also investigate
the use of a meta-learning component to detect correct and incorrect
information in either sub-system. In this paper, we have shown, how-
ever, that even the simple approach that we explored already produces
competitive results that improve the performance of the whole system.
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The paper shows how a certain kind of underlying representations (or
deep forms) of words can be constructed in a straightforward manner
through aligning the surface forms of the morphs of the word forms.
The inventory of morphophonemes follows directly from this align-
ment. Furthermore, the two-level rules which govern the different re-
alisations of such morphophonemes follow fairly directly from the pre-
vious steps. The alignment and rules are based upon an approximate
general metric among phonemes, e.g., articulatory features, that de-
termines which alternations are likely or possible. This enables us to
summarise contexts for the different realisations.

1 introduction

The orientation of this paper is linguistic rather than statistical, and
the general framework is not taken from machine learning. The aim
of the procedure that this work details is to assist rather than to
replace the linguist. The scheme makes use of the common knowl-
edge that human linguists have. The procedure is intended to make
a part of such knowledge operational. In order to use the procedure,
the linguist must select examples which contain only regular (mor-
pho)phonological alternations. The alternations must be of the types
for which the procedure has general models, e.g., assimilations, agree-
ments or phonotactic constraints. A good choice of examples is essen-
tial for getting good and general rules.
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Linguists have a special talent to cope with regularities and ex-
ceptions. A human linguist is able to consider factors beyond plain fre-
quencies and, e.g., recognise the fact that certain morphophonological
phenomena are closed, and no new words will follow them, and that
some others are productive and readily extend to new words. Using
such knowledge, the linguist can sometimes make sense of phenomena
which might remain fuzzy for present machine learning and statistical
methods.
The aims of the procedure sketched here are (1) to partition a

set of example word forms into stems and inflectional morphemes by
aligning (character by character) the stems and inflectional morphs,
(2) to establish morphophonemic representations for the stems and
affixes, and (3) to deduce a set of two-level rules which express the
general context conditions (according to which the morphophonemes
are realised in the examples and in any similar words). Through
such steps, lexicon representations and rules for an inflectional class
can be established. Applying the procedure to all productive inflec-
tional classes is needed in order to describe the morphology of a
language.
General (but approximate) linguistic knowledge about phonology

guides the mechanical procedure presented in this paper. In particu-
lar, knowledge of the kinds of phonological alternations that are com-
mon in the languages of the world, and the kinds of phonological
contexts that such alternations typically occur in, are used. Possible
alternations can be, e.g., assimilations (where adjacent sounds become
more similar to each other), dissimilations (where similar sounds be-
come more distinct from each other), metathesis (where two sounds
are swapped), phonotactic constraints (where, e.g., a certain type of
syllable structure is enforced), agreements or harmonies (where, e.g.,
some vowels in the affixes become more similar to those in the word
root).
Two-level morphology is used here because, in that framework,

individual rules can be kept quite independent of each other.1 The orig-
inal form of the two-level morphology (Koskenniemi, 1983) is math-
ematically simple because each rule written by the linguist is a con-

1See, e.g., Karttunen (1993) for an overall introduction to two-level mor-
phology.
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straint which must be satisfied separately. On the other hand, this
simplicity makes it more difficult to simulate generative phonology
using two-level rules in cases where some phonemes can be affected
by several unrelated rules.
A more complex form of the two-level formalism which uses rule

conflict resolution mechanisms is more suitable for using similar un-
derlying representations as the generative phonology. Rule conflicts
can be resolved by pre-processing the individual rules using the whole
grammar and by copying parts of rules into some other rules which
makes the rules more complex, see Karttunen et al. (1987) for that
approach.
The present approach uses reduced versions of the two-level gram-

mars which neither use any conflict resolution mechanisms nor need
them. In two-level grammars, right-arrow conflicts only arise when
the same correspondence occurs in separate rules. This does not hap-
pen in the proposed procedure which produces a single rule for each
realisation of a morphophoneme (even if such a rule may have several
context parts). Left-arrow conflicts arise when different realisations of
a morphophoneme have overlapping contexts. The conflict resolution
mechanism of two-level compilers recognises the special case where
one context is a proper subset of another, and resolves it by priori-
tising the smaller context. The grammars produced by the proposed
procedure avoid left-arrow conflicts because the corresponding mor-
phophonemes will be distinct from each other.
Rewrite rules must usually be applied in a specific order. Apply-

ing a rule changes the string, and the remaining rules depend on the
earlier ones. The number of different orderings grows according to the
factorial of the number of rules, e.g., five rules could be applied in 120
distinct orders but 20 rules in as many as 2,432,902,008,176,640,000.
Phonological grammars using rewrite rules need a rule ordering, even
if not all rules are equally sensitive to such. Discovering complex
rewrite rule grammars is probably difficult because one must discover
both the rules and their ordering. The reduced two-level grammars,
on the other hand, avoid the rule ordering altogether because all rules
are applied in parallel.
The procedure presented here treats the underlying forms of mor-

phemes and the morphophonemes in an extremely concrete manner.
Morphophonemes are represented just as the combinations of the corre-
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sponding letters (or phonemes) which we can observe in the surface
forms. On the one hand, such an interpretation of morphophonemes
is crude, but on the other hand, it is a fact that anybody can observe.
Lexical representations are sequences of lexical characters, each of which
is either a letter or a morphophoneme.
Using a systematically selected set of surface forms, the procedure

creates lexicon entries and rules for such words. The entries contain
morphophonemes deduced by the procedure. The deduced rules are
simple two-level rules. The resulting rules can be compiled using the
existing two-level compilers, such as the open source HFST-TWOLC
(Silfverberg and Lindén, 2009) or the proprietary Xerox LEXC.2 This
paper describes the plan for the actual procedure, including some
feasibility estimates according to which the approach appears to be
tractable. Unfortunately, an implementation is not yet available (but
cf. Section 14).
This work differs from unsupervised discovery of morphology

where the lexical units and rules would be induced from raw corpus
data. The approach is based on the observation that many linguists
find it difficult to express their intuitions as formal rules, whereas they
are comfortable with providing concrete examples. This work makes
use of this kind of human supervision. When implemented, the proce-
dure would be a useful tool for a linguist. The informal procedure as
discussed below, may even guide the linguist in designing rules and
grammars even in the absence of an implementation. Theoretically
oriented linguists might also discuss the merits and the shortcomings
of the very concrete and objective interpretation for morphophonemes
presented here.
This paper argues for the utility of phoneme by phoneme (or char-

acter by character) alignment of word forms and discusses its tractabil-
ity. In particular, it presents a way how both the stem parts and the
affix parts should and can be aligned. The alignment appears to be
possible for a wide array of different types of languages. Such an align-
ment can be directly utilised in the two-level framework (but less so
in the rewriting framework). Once a proper alignment is determined,

2See www.stanford.edu/~laurik/.book2software/twolc.pdf and
http://www.cis.upenn.edu/~cis639/docs/twolc.html for the documenta-
tion of the two-level grammar formalism.

[ 158 ]



An informal discovery procedure for two-level rules

the lexical representations of stems and affixes are algorithmically and
uniquely determined.
It is argued that, in this framework, the deduction of the nec-

essary morphophonological two-level rules is easier than using the
rewrite rule framework. In particular, it is shown that the deduction
of rules for one morphophoneme is entirely independent of the rules for
other morphophonemes. In principle, one may discover rules for var-
ious kinds of morphophonemic alternations provided that the alter-
nations are (morpho)phonological in their nature, and do not involve
suppletion or otherwise introduce, delete or change larger units. Spe-
cific procedures for each type of conditioning are needed, but can be
designed.
The main claim of this paper is that the framework presented has

a better potential to succeed in discovering regularities in languages
which have an elaborate morphophonology. Other approaches appear
to perform best when applied to English or other languages with fairly
simple morphology. In particular, as compared to the machine learn-
ing oriented approaches, the framework proposed here appears to be
able to cope with more demanding phenomena such as interdigitation
of Semitic languages, phenomena based on syllable structures, agree-
ments, metathesis of non-contiguous segments, and the like. This pa-
per argues for the validity of this claim. Deeper understanding can be
reached when an implementation is available and has been applied to
a number of different languages.

2 past work

Most of the recent work on the theme of morpho(phono)logical discov-
ery methods has been done within the framework of unsupervised ma-
chine learning. These start from large unannotated corpora and other
raw language resources and they try to describe the inflection of words
in an economic manner without human intervention. The present pa-
per operates differently, and it aims to discover more precise rules
than what the unsupervised approaches can.
Gildea and Jurafsky (1995) report experiments with discovering

finite-state transducers from large sets of examples. They extend and
improve the OSTIA algorithm (Oncina et al., 1993) by aligning the
examples using an edit distance based on the phonological binary fea-
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tures of phonemes and use training data of tens of thousands of words
in the general framework of Mitchell (1982).
Theron and Cloete (1997) studied a problem where the starting

point was a list of pairs consisting of an inflected word form and
the corresponding base form. Their work was based on edit distances
when aligning the inflected and the base form with each other. Their
algorithm deduced the context parts of the two-level rules by starting
from the full lists of correct contexts and then by truncating them as
long as the rules still accounted for the correct forms.
Yarowsky andWicentowski (2000) present a method for deducing

stem alternation rules and morphological analysis applicable for lan-
guages similar to the Indo-European languages which are nowadays
spoken in Europe. The method makes use of initial tables of endings,
an unannotated corpus and a collection of candidate noun, adjective
and verb roots. Roots of word forms and rules are deduced using fre-
quency statistics. The method of identifying roots is trained and com-
bines several models. Most of the irregular English words were learnt
by the procedure.
Linguistica algorithm (Goldsmith, 2006) and Morfessor (Creutz

and Lagus, 2004) represent word forms using sets of substrings and
they utilise criteria such as the minimum description length (MDL).
The end results of such processes are sets of strings which are simi-
lar to linguistic morphs (but not always the same). Concatenations of
such sets model the word forms of the language. Goldwater and John-
son (2004) build on top of Goldsmiths Linguistica and reduce the sets
further by introducing phonological rules.
The PhD dissertation of Chan (2008) on the induction of mor-

phology and lexical categories includes a fairly comprehensive survey
on previous work on machine learning of morphology. A few stud-
ies have a more linguistic conception of the phonological rules to be
found. They usually assume that the procedure has access both to the
underlying and the surface form of example words.
Johnson (1984) presented a discovery procedure for ordered

rewrite rules in the framework of generative phonology. He starts
from a given table of forms of a set of lexemes and assumes that the
morphemes have been segmented, corresponding phonemes identi-
fied, and that the phonemes are represented using their distinctive
features. Johnson claimed that his procedure can cope with the rule
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ordering by considering the contexts of the rules. The last rules in
the cascade have contexts which are apparent in the surface forms,
whereas the rules early in the sequence tend to use contexts which
are less visible in the surface forms. The data on which the method
was tested involved six rules for Japanese. He notes that the rules,
underlying representations, and the rule orderings are not strongly
determined by the data. Lots of computation was required and it re-
sulted in multiple solutions that consisted of different rule orderings
and different underlying representations. The goals of Johnson were
otherwise similar to those of the present paper.
Touretzky et al. (1990) study rules needed in order to generate

phonetic realisations out of underlying (morpho)phonemic represen-
tations. The rules are learnt step by step from input examples where
both the underlying and surface forms are given. The learning occurs
by approximating the contexts both from specific examples (which
may be too narrow) and generalisations (which may be too broad) as
context conditions.
Oflazer and Nirenburg (1999) and Oflazer et al. (2001) present a

method for bootstrapping morphological analysers by combining hu-
man elicitation and machine learning. Human informants provide the
examples used by the machine learning process to deduce rewrite rules
necessary for accounting for the data. The method has been applied,
e.g., to Polish, where alternations both in the stems and in the endings
were captured. This interactive approach is relevant for the procedure
presented in this paper, and maybe the best parts of these two could
be combined in future.
A recent work by Hulden et al. (2011) studies the learning of di-

alectal morphologies using parallel corpora. The authors end up using
parallel rewrite rules for describing the mapping between the standard
Basque and one of its dialects. They use the FOMA rewrite rule system
(Hulden, 2009) which is an open source replacement for Xerox XFST
(Beesley and Karttunen, 2003).3
The present paper elaborates an earlier work, see Koskenniemi

(1991) where a version of the procedure was sketched. The general
3Both FOMA and XFST support certain forms of parallel rewrite rules which

avoid the rule ordering problems. On the other hand, such parallel replace rules
have to be compiled together as a single unit which may become computationally
heavy if there are many rules.
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idea of first aligning and then deducing was presented there. The
present paper formalises the alignment in order to make the poten-
tially intractable task feasible. In addition, a distance metric is pre-
sented so that choosing among alternative solutions is better defined.
Furthermore, this paper tells more explicitly how languages with in-
fixation, prefixation, etc., can be handled.

3 simplified two-level morphophonology

Koskenniemi (1983, 1984) detail the origins of the two-level morphol-
ogy, Karttunen (1993) presents a brief introduction, and Karttunen
and Beesley (2001) presents a history of the two-level formalism.
In all versions of the two-level formalism, the morphophonological

rules are based on just two representations of word forms: the lexical
representation and the surface representation. There are no intermedi-
ate representations between these two. The lexical representation is
a string of characters and serves as the underlying representation of
morphemes.
In the present simplified formalism, the lexical characters of the

morphemes may be:
• phonemes (or letters) which, in our simplified formalism, always
correspond to themselves in the surface representation;
• morphophonemes which correspond to two or more alternative
phonemes (or letters) in the surface representation; and
• auxiliary symbols which always correspond to zero in the surface
representation and may be used either as boundary symbols be-
tween morphemes or as markers of grammatical categories.

We denote morphophonemes by the alternative letters they represent,
e.g., aä represents a morphophoneme which can be realised either as
a or ä.4 Lexical representations are given here with spaces between
the characters in order to make the morphophonemes explicit, e.g., t a
l o s s aä. Surface representations are strings of letters and zeroes (0).

4Mathematically, these kinds of morphophonemes are tuples rather than sets.
In the general case, the morphophoneme is a sequence of the surface letters that
the morphophoneme is realised as. Thus, a morphophoneme for an e in the base
form and alternating with an i in its inflected forms is different from an i in the
base form alternating with an e. The shorter notation is used simply for brevity.
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Zeroes act as place holders for morphophonemes which are deleted
from surface forms. Within the two-level rules, zeroes are, however,
treated as characters (rather than epsilons or null strings).
Let us consider a simplified example taken from the Finnish in-

flection of nouns. Word forms are constructed by affixing endings after
the stem, e.g., piha a ‘yard’ + ‘partitive’, piho i lla ‘yard’ + ‘plural’
+ ‘at’ and piho j a ‘yard’ + ‘plural’ + ‘partitive’. A linguist would
notice that the stem-final vowel is either a or o in the surface forms,
and therefore we interpret it as a morphophoneme ao in the lexical
form. Similarly, we notice that the plural morph is either i or j on the
surface. Thus, we have the lexical representation p i h ao for ‘yard’
and ij for ‘plural’. Now we can represent the correspondence of the
(somewhat simplified) lexical and surface forms (where ao and ij are
single and indivisible symbols):

p i h ao a p i h ao ij l l a p i h ao ij a
p i h a a p i h o i l l a p i h o j a

Two-level rules specify how lexical and surface representations
may correspond to each other. We need one rule for ao, and another
for ij. Studying these and other examples, the linguist would notice
that ao:o occurs before the plural morpheme ij and that the plural
morpheme itself realises as ij:j if and only if it ends up between vow-
els on the surface. A linguist might write the two-level grammar as:

Alphabet a d e f g h i j k l m n o p r s t u v y ä ö
ao:a ij:i ;

Vowel = a e i o u y ä ö ;
Rules
”ao in plural” ao:o <=> _ ij: ;
”ij between vowels” ij:j <=> :Vowel _ :Vowel ;

The alphabet lists all letters andmorphophonemes. In addition, it gives
the default correspondences of the morphophonemes, here ao:a and
ij:i. The first rule tells two things: first (the right arrow component),
that ao:o can occur only if it is immediately followed by a lexical ij,
and secondly (the left arrow component), that when a lexical ao occurs
in this context, o is the only possible corresponding surface character.
Similarly, the second rule says that ij:jmay occur only between surface
vowels and that in such a place ij:i is forbidden. The pair before the
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double arrow is called the centre of the rule. The context part is (or
possibly several of such are) on the right of the double arrow. A context
part consists of the left context and a right context separated from each
other by an underscore. Two-level grammars usually consist of double
arrow <=> rules which combine the requirements of right arrow => and
left arrow <= rules.
Two-level rules are usually compiled into finite-state transducers

(FSTs). A compiled rule FST accepts all correct examples, i.e. strings
of character pairs like: p:p i:i h:h ao:a or p:p i:i h:h ao:o ij:i l:l l:l
a:a. According to a common practice, we represent pairs with iden-
tical components with a single character: p i h ao:a and p i h ao:o
ij:i l l a.
The linguist collects a set of examples before even starting to de-

sign any rules. The examples specify the task for the rules. This spec-
ification is in a form that can be communicated to and understood
by other linguists. Furthermore, the generated two-level rules can be
checked against these examples in order to verify their correctness –
as described in Section 13.
The rules the linguist writes depend on the lexical representa-

tions one chooses. The experience of the author, when supervising
linguists and students, indicates that when the lexical representations
have been carefully designed, the writing of the two-level rules is
easy and straightforward. Using a sufficiently large set of morphopho-
nemes, one can keep the rules simple and independent of each other.

4 choosing a paradigm
of selected lexemes and forms

For the discovery procedure, we collect a table of word forms, i.e.
surface forms of inflected words. On each row of the table, we have
the same lexeme (in different forms) and on each column, we have the
same form (of different lexemes). To be more precise, on a row, there
are (possibly slightly different) stems of the same lexeme. One must
not include lexemes with suppletion, i.e. words where stems represent
different lexical units, such as good and bett(-er). It is not reasonable
even to attempt to model suppletion using two-level rules (whereas
rewrite rules can freely be used for such). Two-level rules should be
used only for natural morphophonological alternations.
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In order to describe the steps of the discovery procedure, we use
an example given in Table 1, where six Finnish nouns are inflected in
five different forms: singular nominative, partitive, and inessive, and
plural partitive and inessive (the columns).

SgNom SgPtv SgIne PlPtv PlIne
‘house’ talo taloa talossa taloja taloissa
‘crack’ särö säröä särössä säröjä säröissä
‘cross’ risti ristiä ristissä ristejä risteissä
‘notch’ lovi lovea lovessa lovia lovissa
‘fish’ kala kalaa kalassa kaloja kaloissa
‘dog’ koira koiraa koirassa koiria koirissa

Table 1:
Example raw
word forms

5 lengths of the stems and affixes

Alignment consists of augmenting the word forms with zeroes where
necessary, and inserting boundary symbols which separate the stems
from the affixes. Zeroes are sometimes needed in order to make the
surface forms of the corresponding stems and affixes equal in length.
After this step, the stems which belong to the same lexeme should
have the same number of characters (letters plus possible zeroes), and
the same goes for affixes which belong to the same grammatical form.
After adding some zeroes, the lengths of the word forms in the

table can be expressed as a sum of the length of the (constant length)
stems of the lexeme mi and the (constant length) affix parts of the
grammatical form n j. Initially, the procedure has the lengths of the
raw forms as given in Table 2.
Next, the procedure decomposes the raw lengths of the word

forms into a sum of the lengths of the stem and affixes. It may arrive
at several solutions and one of these should outperform the other ones
during the subsequent steps. The procedure tentatively assumes that
the stems are (at least) as long as the singular nominative forms. Then,
the affixes are at least as long as the difference between the inflected
and nominative forms. In this way, the procedure arrives at the de-
composition of lengths in Table 3. The decomposition is accurate in
all other places except for the plural forms of lovi and koira (which
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Table 2:

Lengths of the
raw word forms

SgNom SgPtv SgIne PlPtv PlIne
talo 4 5 7 6 8
särö 4 5 7 6 8
risti 5 6 8 7 9
lovi 4 5 7 5 7
kala 4 5 7 6 8
koira 5 6 8 6 8

Table 3:
Lengths of the
raw word forms

tentatively
decomposed into
the lengths of the
stems and affixes

stem SgNom SgPtv SgIne PlPtv PlIne
0 1 3 2 4

talo 4 4+0=4 4+1=5 4+3=7 4+2=6 4+4=8
särö 4 4+0=4 4+1=5 4+3=7 4+2=6 4+4=8
risti 5 5+0=5 5+1=6 5+3=8 5+2=7 5+4=9
lovi 4 4+0=4 4+1=5 4+3=7 4+2=6>5 4+4=8>7
kala 4 4+0=4 4+1=5 4+3=7 4+2=6 4+4=8
koira 5 5+0=5 5+1=6 5+3=8 5+2=7>6 5+4=9>8

are one character too short). Thus, we insert a zero character into
those word forms. The zero could be inserted anywhere in the word
form and the procedure must usually evaluate several possibilities.
Furthermore, one must allow for more zeroes than the minimum

amount to be added if there are more substantial (but regular) alter-
nations within the stem. The calculation gives one or more hypotheses
for the lengths of stems and affixes. The procedure proceeds first with
the above assumption for the lengths and backtracks only if necessary.
The procedure must also be prepared to consider alternative par-

titions. One could, e.g., have shorter stems and longer affixes. Not too
many alternatives exist, and the procedure can enumerate the decom-
positions of the lengths without problems and choose the best (or the
only possible) alternative during the next steps of the procedure.
Up to now, the procedure has made no assumptions about the

position of the stems. They might be at the beginning, end, or some-
where in the middle of the word forms. The stem might even be non-
contiguous, i.e. interrupted by inflectional parts. One could claim that
establishing the (tentative) lengths of morphemes as the first step is
not necessary. It could be solved later, or as a part of the whole task us-
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ing, e.g., dynamic programming. Such computation, however, appears
to be more complex and less disciplined. Establishing the lengths first
makes the following steps more tractable.

6 positions of the zeroes
and partitioning the word forms

In the previous step, the procedure made an educated guess about
the desired lengths of the stems and affix parts. If the guess produces
poor solutions, then the procedure backtracks and modifies the guess.
For the time being, however, the procedure sticks to the assumption
made in the previous section and adds some zeroes as necessary so
that the lengths of the word forms meet the lengths required by the
partition in the Table 3. The procedure adds the required amount of
zeroes in all different permutations. Thus, from now on, the proce-
dure has full tables of our example words (with zeroes). Each table
conforms with the lengths but has the zeroes in random positions of
the word forms. There may be many such tables and it is not prac-
tical to enumerate them before filtering out the clearly impossible
ones.
A human linguist would perhaps immediately see the positions

where the zeroes are best added, e.g., koir0issa, because in this way
the letters in the first four positions of the stem would be identical in
all stems of the lexeme. The linguist would exclude other positions for
the zero because they would lead to an unnatural correspondence of
letters. However, a computer procedure can manage with many possi-
ble versions where a correct number of zeroes are added but perhaps
not in the correct places.
The partitioning of the word forms into stems and affixes is done

by adding a fixed number of boundary symbols (+) into the word
forms. If we have only suffixes (as in our example) or only prefixes,
one boundary will be sufficient. If we have both prefixes and suffixes,
two boundary symbols are needed. More than two may be needed for
Semitic languages with both prefixes and suffixes and even interdigi-
tation (where vowel affixes are inserted inside the word root). In fact,
the interdigitation does not cause any additional problems for the two-
level or rewrite rules cf., e.g., Kataja and Koskenniemi (1988). The
problem with interdigitation is how to build the lexical or underly-
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Table 4:

Example word forms
with zeroes and boundaries

in bad positions

SgNom SgPtv SgIne PlPtv PlIne
talo+ talo+a talo+ssa talo+ja talo+issa
särö+ särö+ä särö+ssä särö+jä särö+issä
risti+ risti+ä risti+ssä riste+jä riste+issä
lovi+ love+a love+ssa lovi+a0 lo0v+issa
kala+ kala+a kala+ssa kalo+ja kalo+issa
koira+ koira+a koira+ssa 0koir+ia 0koir+issa

ing representation out of morpheme-like elements. That is not, how-
ever, within the scope of rule discovery. The added boundary symbols
split the word form into even- and odd-numbered segments. The stem
of the lexeme consists of either the odd-numbered or even-numbered
segments. The remaining segments represent the inflectional affixes
which belong to the grammatical form.
On the basis of the calculation of the lengths in the previous steps

(and knowing at which end the affixes are located), we can insert the
boundary symbols at uniquely determined positions in the word forms
which have been augmented with zeros as necessary. This is now done
for all alternative tables. If our assumption on the positions of the
affixes is wrong, then the following steps will produce poor results,
and we must backtrack and revise our assumption.
In our example, the procedure adds exactly one boundary sym-

bol to each of these four word forms and one of the alternative tables
for our example could now look as shown in Table 4. There, some
corresponding letters are quite incompatible with each other, e.g., i-
e-e-i-v in the fourth position of the stems for lovi, and o-k in the
second position of the stems for koira. We consider vowels to be in-
compatible with consonants (except with semivowels) and vice-versa.
We exclude all tables which violate this coarse constraint. Therefore
Table 4 (and other tables containing equally poor correspondences)
will be excluded.
Among the possibilities, the procedure also produces Table 5,

where the characters in the corresponding positions of the same stems
are reasonably congruent with each other. The same holds for char-
acters in the corresponding positions of the suffixes. A human linguist
would probably like this table best.
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SgNom SgPtv SgIne PlPtv PlIne
talo+ talo+a talo+ssa talo+ja talo+issa
särö+ särö+ä särö+ssä särö+jä särö+issä
risti+ risti+ä risti+ssä riste+jä riste+issä
lovi+ love+a love+ssa lov0+ia lov0+issa
kala+ kala+a kala+ssa kalo+ja kalo+issa
koira+ koira+a koira+ssa koir0+ia koir0+issa

Table 5:
Example word forms
with added zeroes and
boundaries in good
positions

The simple example we are studying would have only a few thou-
sand different possibilities for adding the two required zeroes. The
coarse checking of impossible tables would be no problem at all. With
larger examples, some planning for the efficient exclusion of the im-
possible tables is needed. One option is to use a kind of branch-and-
bound algorithm to prune the search space more efficiently. Adding
a zero to a wrong place often causes an impossible correspondence
so that one can exclude a whole class of tables before even creating
them. Another alternative would be to represent the set of tables as
finite-state networks which would remain quite reasonable in size and
be straightforward to construct. Impossible paths (representing tables)
would be excluded by a sequence of XFST or FOMA rules which would
filter out strings (i.e. tables) by checking the compatibility of each
character position. The PhD dissertation of Grzegorz Kondrak gives,
among other things, a survey of the various methods which have been
used in aligning words – see Kondrak (2002).

7 morphophonemes and
the representation of morphemes

Now that we have processed the initial matrix of word forms into a
reasonably small set of tentative tables differing from each other in
the positioning of zeroes, the next step of the procedure is to rank the
remaining tables according to the morphophonemes that they imply.
The different stems (for each lexeme) and affixes (for each grammat-
ical form) in the Table 5 are now of equal length. Stems can be ex-
tracted and aligned as in the Table 6, where the bottom row indicates
the morphophonemic representation that follows from the aligned
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Table 6:

Stems of the lexemes
i.e. word forms with

boundaries and zeroes but
the affix part removed

t a l o s ä r ö r i s t i l o v i k a l a k o i r a
t a l o s ä r ö r i s t i l o v e k a l a k o i r a
t a l o s ä r ö r i s t i l o v e k a l a k o i r a
t a l o s ä r ö r i s t e l o v 0 k a l o k o i r 0
t a l o s ä r ö r i s t e l o v 0 k a l o k o i r 0
t a l o s ä r ö r i s t ie l o v ie0 k a l ao k o i r a0

Table 7:
Affixes of the

grammatical forms
SgPtv SgIne PlPtv PlIne
a s s a j a i s s a
ä s s ä j ä i s s ä
ä s s ä j ä i s s ä
a s s a i a i s s a
a s s a j a i s s a
a s s a i a i s s a
aä s s aä ij aä i s s aä

stems. Most positions in the series of stems contain the same char-
acter. The vowels at the end alternate a bit in some stems. The rela-
tions between corresponding letters in the endings also look regular
(see the Table 7 where we, again, have included in the last row the
morphophonemic representations of the affixes).
The criterion for ranking the alternative tables is based on the

quality of morphophonemes that each table implies. We denote the
morphophonemes by indicating the characters they represent, e.g., ie,
ie0, ao, a0, aä and ij.5 According to common linguistic knowledge,
similar phonemes are more likely to alternate with each other and
radically different ones may not alternate with each other.
In Table 8, we see the (coarse) phonemic characterisations for

the Finnish vowels according to the features used in the IPA (Interna-
tional Phonetic Alphabet). In addition to the named features, we have
associated (somewhat ad hoc) numerical values with the features for
the purposes of the discovery procedure. We can approximate vow-
els in the languages of the world according to the IPA using three

5Technically, e.g., ie stands for the tuple (i, i, i, e, e) and ie0 for (i, e, e, 0, 0),
cf. footnote in Section 3.
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Letter IPA Height Backness Rounding
ä /æ/ (near-)open 1 front 1 unrounded 0
a /ɑ/ open 1 back 5 unrounded 0
e /e/ close-mid 5 front 1 unrounded 0
ö /ø/ close-mid 5 front 1 rounded 1
o /o/ close-mid 5 back 5 rounded 1
i /i/ close 7 front 1 unrounded 0
y /y/ close 7 front 1 rounded 1
u /u/ close 7 back 5 rounded 1
j /j/ semivowel 9 front 1 unrounded 0

Table 8:
Phonological features and
numerical approximations
of Finnish vowels

Front Back
Height unrounded rounded unrounded rounded
Close /i/ i /y/ y /u/ u

Close-mid /e/ e /ø/ ö /o/ o
Open /æ/ ä /ɑ/ a

Table 9:
Distinctions in the Finnish
vowel system

digits (as in Table 8): one for the tongue height with a scale from 1
(low or open) to 7 (high or close), a second for the backness with a
scale from 1 (front) to 5 (back), and third for rounding with 0 (un-
rounded) and 1 (rounded). The values represent just an ordinal scale,
not any physical dimensions. A tongue height of 5, for instance, is
higher than 1 but not necessarily five times as high.6 Phonemes in
most languages employ only a part of the possible heights and back-
ness values.
There is no opposition between open and near-open vowels in

Finnish, so the difference between them is ignored and the value 1
used for both. The Finnish vowel system is often represented as in
Table 9. According to the Tables 8 and 9, ie makes a perfect morpho-
phoneme for our purposes, as these two vowels differ by one feature
only, the height of the tongue (and even only by one step).

6Furthermore, the front vowels differ in their backness: /i/ and /y/ are most
front, /e/ and /ø/ a bit less front and /æ/ even more to the back. These differ-
ences play no role in the present discussion. See http://www.langsci.ucl.ac.uk/ipa/
for more information on the IPA alphabet.
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Table 10:

Phonological features of
common Finnish

consonants

Letter IPA Place Manner Voicing
m /m/ bilabial 1 nasal voiced 1
p /p/ bilabial 1 plosive unvoiced 0
v /v/ labiodental 2 fricative voiced 1
t /t/ alveolar 4 plosive unvoiced 0
d /d/ alveolar 4 plosive voiced 1
s /s/ alveolar 4 fricative unvoiced 0
r /r/ alveolar 4 trill voiced 1
l /l/ alveolar 4 lateral

approximant
voiced 1

j /j/ palatal 7 approximant voiced
(semivowel)

1

ng /ŋ/ velar 8 nasal voiced 1
k /k/ velar 8 plosive unvoiced 0
h /h/ pharyngeal 10 fricative unvoiced 0

Using this table, the components of aä differ only by one feature:
ä being front and the a being back. In ao there are two minimally
different values: o is rounded and one step more close than a which
is unrounded. In Finnish, there is no back vowel more like a than o.
Note that the semivowel j is given a characterisation both as a vowel
(in Table 8) and as a consonant (in Table 10).
Consonants have more possible feature values than vowels. The

place of articulation corresponds to the backness of vowels, but the
different manners of articulation are less related to each other and do
not form a continuum or an ordinal scale. Voicing is a binary feature
and can be represented in the same way as the rounding of vowels. The
features of some Finnish consonants are given in Table 10. The sim-
ilarity between i and j requires a bit of linguistic knowledge: palatal
consonants are pronounced roughly at the same place as front vowels,
and that a semivowel is like a vowel but pronounced with some fric-
tion. The numerical values for the backness of vowels and the place of
articulation for consonants seem to be on different scales. No vowels
are articulated as front as some consonants. When comparing j with
vowels, we may treat it as: tongue height 9 (more closed than any
vowel), backness 1 (i.e. front), unrounded 0, as in Table 8.
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Morpho-
phoneme Heights Backnesses Roundings Penalty
aä 1,1 5,1 0,0 1
ij 7,9 1,1 0,0 1
ie 7,5 1,1 0,0 1
ie0 7,5,– 1,1,– 0,0,– 3
ao 1,5 5,5 0,1 2
a0 1,– 5,– 0,– 2

Table 11:
Penalties for differences of
phonemes in morphopho-
nemes implied by
Table 5

SgNom SgPtv SgIne PlPtv PlIne
talo+ talo+a talo+ssa talo+ja talo+issa
särö+ särö+ä särö+ssä särö+jä särö+issä
risti+ risti+ä risti+ssä riste+jä riste+issä
lovi+ love+a love+ssa lovi+0a lovi+0ssa
kala+ kala+a kala+ssa kalo+ja kalo+issa
koira+ koira+a koira+ssa koiri+0a koiri+0ssa

Table 12:
Example word forms
with added zeroes and
boundaries in alternative
(almost good) positions

Tables organised according to articulatory features reflect the
closeness of phonemes. Phonological or morphophonological alterna-
tions typically modify just one or sometimes two features of a sound
such as the voicing of a stop or the backness of a vowel. For the pur-
poses of the discovery procedures, no perfect metric is required. A
rough approximation will be sufficient if it is capable of excluding
linguistically infeasible alternations.
In Table 11, we list the numerical characteristics of the vowels

in the morphophonemes and use an ad hoc formula for computing a
penalty. For the vowel height, we use four levels: (near-)open, close-
mid, close, and semivowel. One-level difference in height, a different
backness, or rounding counts as 1 each; a bigger difference in height,
or if a zero belongs to the morphophoneme that corresponds to a dele-
tion, then it counts as 2. The total penalty of the morphophonemes in
Table 11 is 10.
Some other aligned tables may have survived whenwe filtered out

the impossible alignments. In fact, a fairly good alternative would be
the one given in Table 12. This one differs from our earlier good table
by inserting the zeroes one position later than in our earlier good alter-
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Table 13:

Penalties for differences
of phonemes in morpho-

phonemes implied
by Table 12

Morpho-
phoneme Heights Backnesses Roundings Penalty
aä 1,1 5,1 0,0 1
j0 7,– 1,– 0,– 2
i0 7,– 1,– 0,– 2
ie 7,5 1,1 0,0 1
ao 1,5 5,5 0,1 2
ai 1,7 5,1 0,0 3

native. The alignment is almost as good as the earlier one. If we add up
the penalties, as in Table 13, we get a total penalty of 11. With these
weightings, the procedure would choose the “right” solution, but in
general, we cannot select the best one on the basis of the morphopho-
nemes alone. The “almost good” solution could be used for deducing
the rules and would account for the facts. Linguistically, however, ai
is not a very attractive alternation because the components are from
the extreme ends of both the height and backness scales. Maybe the
penalty for such ought to be even higher than 3.

8 how a linguist could find
the rules for morphophonemes

The procedure has used the suitability of induced morphophonemes in
order to guide the selection of paradigm tables for the next step where
two-level rules are deduced. The procedure continues with the best
alternative (which was presented in Table 5). The morphophonemes
established in the preceding steps already define how they may be
realised on the surface level. The rules must specify in what kinds of
contexts each of the alternatives can occur. We first discuss how a
human linguist could approach the discovery of the two-level rules
needed.
We drop the pluses from our table as they are not needed in the

example we are studying (and not in many other cases either). The
alphabet of the two-level grammar is already defined through the let-
ters occurring in the example and as a consequence of the morpho-
phonemes implied by the alignment:
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Alphabet a k l o r s t v ä ö aä:a aä:ä ij:i ij:j
ie:i ie:e ie0:i ie0:e ie0:0 ao:a ao:o a0:a a0:0 ;

Table 14 presents the facts about the contexts where the morpho-
phonemes occur. The pair in focus (one in each word form) is marked
with bold face. Different realisations of a morphophoneme are given
in separate columns. For the convenience of the reader, the columns
have been arranged so that the realisation with incoherent surround-
ing contexts is always in the leftmost column, whereas the realisations
which have more regular contexts are listed in the other columns.
The upper half of the middle column shows that certain stem-final

vowel morphophoneme realisations (ie:e, ie0:0, ao:o and a0:0) may
only occur before a plural affix which starts with i: or ij:. Looking
at the other columns, we see that such contexts do not occur with
the other realisations of the morphophonemes (i.e. ie:i, ie0:0, ao:a,
a0:a or ie0:i). Thus those realisations of stem-final vowels occur (ie:e,
ie0:0, ao:o and a0:0) only in this context, and this context is the only
alternative. As two-level rules:

”ie” ie:e <=> _ [i: | ij:] ;
”ie0” ie0:0 <=> _ [i: | ij:] ;
”ao” ao:o <=> _ [i: | ij:] ;
”a0” a0:0 <=> _ [i: | ij:] ;

In the rightmost column, we have one more realisation for which
we (as linguists) find a simple formulation: ie0 is realised as i at the
end of a word form. As a two-level rule:

”ie0” ie0:0 <=> _ .#.: ;

When we look (as linguists) at the distribution of the plural ij:j
alternative, we note that the stem has to end in a surface vowel. If the
end vowel disappears on the surface, then ij:j may not occur, thus:

”ij” ij:j <=> [:o | :ö | :e ] _ ;

The last morphophoneme to account for is aä. Whereas the earlier
cases depended only on the immediate context, here the realisation
depends on all vowels of stem to the left. The backness of the vowels
is decisive, and we note that in the middle column there is at least
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Table 14:
Realisations of

morphophonemes
and their contexts

r i s t ie:i
r i s t ie:i aä:ä r i s t ie:e ij:j aä:ä
r i s t ie:i s s aä:ä r i s t ie:e i s s aä:ä
l o v ie0:e aä:a l o v ie0:0 ij:i aä:a l o v ie0:i
l o v ie0:e s s aä:a l o v ie0:0 i s s aä:a
k a l ao:a
k a l ao:a aä:a k a l ao:o ij:j aä:a
k a l ao:a s s aä:a k a l ao:o i s s aä:a
k o i r a0:a
k o i r a0:a aä:a k o i r a0:0 ij:i aä:a
k o i r a0:a s s aä:a k o i r a0:0 i s s aä:a
l o v ie0:0 ij:i aä:a t a l o ij:j aä:a
k o i r a0:0 ij:i aä:a s ä r ö ij:j aä:ä

r i s t ie:e ij:j aä:ä
k a l ao:o ij:j aä:a

s ä r ö aä:ä t a l o aä:a
s ä r ö s s aä:ä t a l o s s aä:a
s ä r ö ij:j aä:ä t a l o ij:j aä:a
s ä r ö i s s aä:ä t a l o i s s aä:a
r i s t ie:i aä:ä l o v ie0:e aä:a
r i s t ie:i s s aä:ä l o v ie0:e s s aä:a
r i s t ie:e ij:j aä:ä l o v ie0:0 ij:i aä:a
r i s t ie:e i s s aä:ä l o v ie0:0 i s s aä:a

k a l ao:a aä:a
k a l ao:a s s aä:a
k a l ao:o ij:j aä:a
k a l ao:o i s s aä:a
k o i r a0:a aä:a
k o i r a0:a s s aä:a
k o i r a0:0 ij:i aä:a
k o i r a0:0 i s s aä:a
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one back vowel somewhere in the stem whereas in the left column no
back vowels occur, thus:7

”aä” aä:a <=> [:a | :o | :u] ?:?* _ ;

It would be difficult even for the linguist to generalise the contexts
in the leftmost column. Therefore, we say that the realisations in that
column are the default realisations of those morphophonemes. As they
are the only remaining alternatives of their morphophonemes, no rules
are needed for them.
The linguist who knows some facts about Finnish notices that the

inflectional class of risti is productive and contains plenty of nouns,
whereas that of lovi is a closed class containing fewer words. The steps
above resulted in different stem-final morphophonemes for the lexical
representations these words. The establishment of the lexical represen-
tations and the design of the corresponding rules was not affected by
the existence of two apparently-overlapping inflectional classes. When
one builds a lexicon, one must decide, for each such an ambiguous
noun, to which class it belongs in order to build an appropriate lexi-
con entry. That decision may be made by human informants (e.g., by
crowdsourcing), or by using evidence, e.g., from corpora or Internet
search engines.

9 procedure for finding short context

We have now seen how a human linguist might discover the two-level
rules according to the envisaged procedure. The formal procedure han-
dles each morphophoneme separately. The procedure could start, e.g.,
with ie and try to find a phonologically natural characterisation of
contexts such that ie:i in our data occurs in contexts of that type but
ie:e does not. If a satisfactory result is not reached, the procedure tries
to find a natural set of contexts where the other alternative ie:e may
occur but ie:i may not.
Manymorphophonological alternations are conditioned by an im-

mediate context consisting of just one or a few phonemes. Thus, the
procedure tries to find as short a context as possible which still dis-

7 In a slightly larger and thus more realistic example we would also have
forms like s i n ie0:e aä:ä and k a s t ie:i aä:a which would rule out attempts to
explain the outcome of aä on the basis of the stem-final vowel alone.
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criminates the desired realisations from all other realisations of the
morphophoneme (cf., e.g., Theron and Cloete, 1997). The procedure
starts with the full contexts for ie:i where both the left and right con-
texts are present, and we have added a word boundary symbol #:0 at
the beginning and end of the word forms:

#:0 r i s t _ #:0
#:0 r i s t _ aä:a #:0
#:0 r i s t _ s s aä:ä #:0

This disjunction of the full contexts clearly separates the occurrences
of ie:i from the other realisation (ie:e). The procedure drops charac-
ters from the outer ends as long as the disjunction still separates the
occurrences. If possible, the longer side of the context is truncated
before the shorter side. When processing the above contexts, the pro-
cedure will erase the left context altogether but one character must
be left to the right context – resulting in a context _ [#: | aä:ä | s].
The procedure does not accept this result, as it contains both vowels
and consonants and, therefore, is not acceptable on the same argu-
ments which were mentioned when the some morphophonemes were
excluded as unnatural in Section 7.
The procedure tests the other alternative ie:e, and shortens the

contexts until there is just one character left in the right context, i.e.
_ [ij:j | i]. This context is acceptable on the same grounds as the mor-
phophoneme ij itself. Some cleaning and generalisation may still be
needed as explained in the next section.
For morphophoneme realisations ie0:e, ao:a, and a0:a, the pro-

cedure fails to find a natural context which would discriminate them
from the other alternatives. For the other realisations of these mor-
phophonemes, the procedure succeeds in the same way as for ie:e.
For ie0:0, the smallest discriminating context clearly becomes _ #:0.
The contexts for the realisation ij:i would be just one character to

the left, [ie0:0 | a0:0] _, and for ij:j similarly [o | ö | ie:e | ao:o] _. If
more than one alternative explanation remains, later steps will decide
which one is preferred over the others.
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10 generalising contexts

In the previous section, the procedure found two-level contexts con-
sisting of character pairs. In most cases (but not always), having both
levels is superfluous. Proper discrimination can usually be achieved
using either the lexical or surface context. Furthermore, the contexts
can (and ought to) be generalised to use whole classes of phonemes
instead of listing only those letters and combinations which happened
to be present in the examples. Both the lexical and surface contexts
are generalised first, and the choice between them is made thereafter.
The naturalness of contexts can be evaluated according to the

phonemes which occur in individual positions of contexts. Morpho-
phonemes occurring in lexical contexts are treated by splitting them
into their component letters, e.g., ao is treated as if a and o would
occur in that position of the contexts. Table 15 shows how the phono-
logical properties of one-character-long left contexts of the morpho-
phoneme ij can be summarised.

contexts for ij:j
two-level ao:o ie:e o ö Height Back Round
lexical a e i o ö 1–7 1–5 0–1
surface e o ö 5 1–5 0–1

contexts for ij:i
two-level ie0:0 a0:0 Height Back Round
lexical 0 a e i 1–7 1–5 0
surface 0 – – –
ignoring 0 Place Manner Voicing
surface r v 2–4 trill/fricative 1

Table 15:
Generalising the
one character left
context for ij:j

Using the table, the procedure observes that the lexical contexts
for the twomorphophonemes are overlapping and therefore the lexical
context is not useful, but the surface contexts are able to discriminate
between the two alternants. If we study the surface contexts, we see
that surface zeroes probably ought to be ignored, i.e. the context letter
would be the one preceding (or, respectively, following) a zero. In
this particular case, it would provide a reasonable context for ij:i, but
it does not matter because we get a better one from the alternative.
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The surface contexts in our examples for ij:j allow many vowels, and
the procedure generalises it to allow all vowels because the context
discriminates between the alternatives. This turns out to be fortunate
as further examples would bring stems ending in u or y.
Let us look back at Table 12, our second best table with zeroes and

boundaries. That one was only a bit worse when measured on the basis
of the morphophonemes it implied. The context condition for the plu-
ral ij for the best table (after generalisations) was any surface vowel.
The plural morpheme in the second best table needs two separate mor-
phophonemes instead of one, j0 and i0, and a rule for each where the
context conditions would be no simpler than in the best table. The
stem-final morphophonemes ai and ei for the second best table would
be problematic, as both surface realisations of the morphophonemes
occur in an identical surface context. Remember that we decided to
omit the explicit boundary symbol (+) for brevity. If we keep the
boundary symbol, the rules of the best table can use even the surface
context, but definitely not the rules of the second best table. With a
reasonable penalty formula for rules and their context expressions, the
best table would again get a better score than the second best.
The example of Finnish nouns was a very restricted one because

it contained no alternating consonants. Finnish is known to be a lan-
guage with a fairly complex morphophonology, and has plenty of con-
sonantal alterations as well. Consonant gradation weakens voiceless
stops k, p and t. A distance metric for consonants would be similar to
that of vowels. The place of articulation can be expressed on a scale
from 1 to 11 and the voicing with values 0 and 1 as in Table 10. The
manner of articulation often varies in the alternations. However, the
different manners are in no particular order and it is difficult to say
which manners are close to (or far away from) each other.
Let us consider a mini example of the Finnish consonant gradation

in Table 16.
Table 16:

Examples of consonant
gradation of p with added
zeroes and boundaries

SgNom SgEss SgIne SgAll
‘twig’ varpu+ varpu+na varvu+ssa varvu+lle
‘shield’ kilpi+ kilpe+nä kilve+ssä kilve+lle
‘pond’ lampi+ lampe+na lamme+ssa lamme+lle
‘stick’ keppi+ keppi+nä kep0i+ssä kep0i+lle
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The procedure can readily accept the induced morphophonemes
pv, pm and p0 because they are articulated approximately in the same
place: pv in places 1–2, pm in places 1–1. The procedure aligns and
forms the morphophonemes for this mini example without problems.
Note that the direction of the change is well motivated: the stop p be-
comes a bit more like the immediately preceding phoneme r, l or m.
The task for the procedure is to find a generalised context which

would account for the occurrence of the alternative realisations.
Again, left hand context is not useful at all. The right-hand context
appears to be quite sufficient. The lexical context for the the weak
alternatives p:v, p:m, and p:0 is u s s aä, e s s aä, i s s aä or u l l e,
e l l e, i l l ewhich can be generalised as V: C: C: (i.e. a closed syllable)
without losing any discriminative power.

11 procedure for
finding harmony contexts

For the morphophoneme aä, the mechanism of finding a short con-
text fails, and the procedure knows that it has failed (cf. Table 14).
The shortening does not progress successfully, and all tentative con-
texts are unacceptable (having consonants and vowels in the same
positions).
Harmony or agreement can be detected using phonological fea-

tures. The data for this purpose is collected in Table 17, where the
vowel context or the whole preceding word form is summarised. On
the left, the word forms with different vowel configurations are listed.
In the middle, each of these vowels is represented numerically accord-
ing to Table 8. On the right, there is a summary of the set of vowels
in the word form indicating the range of tongue height, backness and
rounding for that word form.
The procedure looks at these summary ranges, and tests each of

them whether some of these ranges could be used to separate the
words where aä:ä occurs from those where aä:a occurs. Height is not
able to discriminate, and neither can rounding. Backness clearly can.
A criterion requiring that a word has at least one vowel with backness
> 1 will indicate all those contexts or words where aä:a may occur.
The procedure thus finds a positive criterion for the occurrences

of aä:a, but for aä:ä there is only a negative criterion. Thus, the pro-
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Table 17:

Harmony in
terms of tongue
height, backness
and rounding of
vowels in the
word form

aä:ä Height Back Round
särö_, säröss_, säröj_ (2,1,0), (4,1,1) 2–4 1 0–1
säröiss_ (2,1,0), (4,1,1), (7,1,0) 2–7 1 0–1
risti_ (7,1,0), (7,1,0) 7 1 0
ristej_ (7,1,0), (5,1,0) 5–7 1 0
risteiss_ (7,1,0), (5,1,0), (7,1,0) 5–7 1 0

aä:a Height Back Round
talo_, taloss_, taloj_ (1,5,0), (5,5,1) 1–5 5 0–1
taloiss_ (1,5,0), (5,5,1), (7,1,0) 1–7 1–5 0–1
love_, lovess_ (5,5,1), (5,1,0) 5 1–5 0–1
lovi_, loviss_ (5,5,1), (7,1,0) 5–7 1–5 0–1
kala_ (1,5,0), (1,5,0) 1 5 0
kaloj_ (1,5,0), (5,5,1) 1–5 5 0–1
kaloiss_ (1,5,0), (5,5,1), (7,1,0) 1–7 1–5 0–1
koira_, koirass_ (5,5,1), (7,1,0) 5–7 1–5 0–1
koiri_, koiriss_ (5,5,1), (7,1,0), (7,1,0) 5–7 1–5 0–1

cedure classifies aä:ä as the default realisation and no rule is written
for it. For aä:a the criterion can be expressed as:

”aä” aä:a <=> [:a | :o | :u] ?:?* _ ;

where the procedure generalises the backness even to u – for which
there is no example in the data.

12 finding grammatical conditions

The above methods do not handle morphophonemic alternations
which are difficult or impossible to describe using phonological con-
texts alone. Grammatical conditioning of morphophonemic alterna-
tions is a common phenomenon, though. In some languages, certain
inflectional forms are characterised by alternations in the stem rather
than by overt affixes. The alignment, adding zeroes and segmenting
possible affixes, would proceed with no special problems, but no rules
would be found.
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The discovery procedure sketched above could easily be modified
to discover grammatically conditioned regularities. Suppose that we
create a special symbol for each grammatical form. We would include
an appropriate special symbol at the end of each word form. If all
other patterns for contexts fail, then those special symbols would be
tried as contexts. If the presence of certain symbols would discriminate
the occurrences of different realisations, the procedure would output
a rule of the following type:

”ae:e” ae:e <=> _ ?:?* Passive: ;

where Passive stands for such a special symbol (which is required to
be somewhere in the right context).

13 compiling and verifying the rules

Even before we have an implementation for the discovery procedure,
one can simulate the steps of the procedure manually. The result-
ing two-level rules may be compiled using the open source two-
level rule compiler HFST-TWOLC written by Miikka Silfverberg of
the HFST team at the University of Helsinki (Silfverberg and Lindén,
2009).
The table of example word forms after the addition of zeroes

and morpheme boundaries can be used for testing the (automatically
or manually produced) two-level rules by a trivial conversion script
which reads in the aligned word forms, builds the morphophonemes,
and outputs strings of character pairs suitable for the HFST-PAIR-TEST
program of the HFST suite. The file would have lines such as the fol-
lowing:

t a l o
t a l o ij:j aä:a
k a l ao:o ij:j aä:a

These lines can be input to the HFST-PAIR-TEST program which re-
ports any violations against the rules it finds in the test data. Violations
pinpoint the example word form, the position and the rule where the
mistake appears to be.
In addition to testing the obvious positive examples, one may pro-

duce a file which systematically contains negative examples, i.e. ex-
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amples derived from the correct ones but where at least one rule is
violated. Such a set of negative examples can be produced out of the
positive ones by (1) creating a transducer E which accepts the positive
examples, (2) taking its input (i.e. upper) side E.u, (3) computing the
transducer P which accepts the pair alphabet of the rules, (4) comput-
ing [E.u .o. P∗]− E and (5) listing the pair strings it accepts.

14 conclusions and future tasks

A concrete implementation of the discovery procedure would, of
course, be needed in order to draw any final conclusions. The paper is
intended to be a useful specification for implementing the process.8
One goal of the above discussion has been to explain the utility of

the phoneme-by-phoneme alignment of word forms. If an acceptable
alignment is reached, then the establishment of lexical representations
is trivial and the induction of rules is fairly simple. Different types
of (morpho)phonological phenomena may need specialised functions
which can be added in a modular fashion. The two-level grammars
that the procedure creates can cope with some phenomena which of-
ten cause problems for linguists when they are writing rules:
• Interactions do not occur between rules, except that one has to pro-
cess the realisations of each morphophoneme together so that the
morphophoneme leaves just one of its surface realisations with-
out a rule (as the default realisation). The inference of each rule
is entirely independent of the form (or existence) of other rules.
• Epenthesis (where surface phonemes have no counterpart in the
lexical representation) never occurs. Instead, the alignment pro-
duces a morphophoneme, e.g., e0 if a vowel e is inserted to re-
solve a complex consonant cluster. Technically, epenthesis is re-
duced to normal correspondences. (Rules for epenthesis are tricky
in some formalisms.)
• Overlapping or inclusive contexts. Finnish consonant gradation has
one such example with the weak counterparts of k. A single k is
normally deleted in the weak grade (koko – koon), but in some

8There are suitable open source tools available which support the algebra of
weighted finite-state transducers and which could be used for implementing the
discovery procedure, see, e.g., Lindén et al. (2011).
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words it alternates with v (puku – puvun) and between identical
vowels preceded by a long vowel it is spelled as an apostrophe
(raaka – raa’an). The alignment produces three different mor-
phophonemes (k0, kv and k’) for these cases and the rule discov-
ery notices no problems at all.
• All conditions for a certain surface realisation of a morphopho-
neme are represented using a single rule. In this way, the rest of
the sources for rule interactions are avoided. It should be noted
that some natural phonological contexts may consist of disjoint
parts. The above discussion did not cover such cases. Combina-
tions of contexts can be expressed using multiple context parts in
the two-level rules (provided that each context part can be dis-
covered separately), but the discovery of rules needing multiple
contexts is not discussed in this paper.
Some simplicity and computational feasibility was gained by

adopting the above framework (with many morphophonemes) at a
price of losing some linguistic elegance. The procedure moves a part
of the complexity of the morphophonology from the rules into the
lexical representations. The rules need not bother with all possible re-
alisations of an underlying phoneme because, instead of a phoneme,
there is a morphophoneme which specifies exactly what the alterna-
tives are. It should be noted that the above procedure (and the two-
level rules in general) appear to work best with phonemic alphabets.
Conventional orthographies may be quite different from their pro-
nunciation and thus complicate rule discovery. Furthermore, isolating
languages like Chinese or Vietnamese have little morphophonology
to be discovered by any procedure. In some European languages,
the morphophonological rules play a minor role. Thus, the proposed
procedure might be most useful in languages with plenty of regular
phonological alternations.
The tractability of the procedure is not obvious, even if we assume

that the table of examples is well chosen. Some care has been taken
in order to restrict the searching sufficiently so that the complexity of
the computation would not explode. It seems to be useful to fix the
assumptions concerning the stem and affix lengths before one starts
finding appropriate places for the zeroes. Similarly, it seems useful to
check for rough compatibility before generalising any contexts. These

[ 185 ]



Kimmo Koskenniemi

and other similar precautions do not affect the end result, but may
help in finding the solutions reasonably fast.
A linguist would probably like to merge similar or related mor-

phophonemes. Good candidates for merging would be morphopho-
nemes which have a default realisation in common. Merging usually
requires some revision of the corresponding two-level rules. It appears
to be fairly straightforward to check whether such mergers can be
done while keeping the revised rules simple and deducible. The cri-
teria used for deducing single rules apply as such for the merging of
rules. Such generalisations would make the lexical representations of
morphemes and affixes simpler while remaining fully equivalent with
the initial version. These tasks and questions may possibly be studied
and solved by future work, as well as by the elaboration and tuning
of the penalty scores for rules.
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